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Abstract—In this article, we consider the problem of predicting observations generated online by an unknown, partially observable linear system, which is driven by Gaussian noise. In the linear Gaussian setting, the optimal predictor in the mean square error sense is the celebrated Kalman filter, which can be explicitly computed when the system model is known. When the system model is unknown, we have to learn how to predict observations online based on finite data, suffering possibly a nonzero regret with respect to the Kalman filter’s prediction. We show that it is possible to achieve a regret of the order of $\log(N)$ with high probability, where $N$ is the number of observations collected. This is achieved using an online least-squares algorithm, which exploits the approximately linear relation between future observations and past observations. The regret analysis is based on the stability properties of the Kalman filter, recent statistical tools for finite sample analysis of system identification, and classical results for the analysis of least-squares algorithms for time series. Our regret analysis can also be applied to other predictors, e.g., multiple step-ahead prediction, or prediction under exogenous inputs including closed-loop prediction. A fundamental technical contribution is that our bounds hold even for the class of nonexpansive systems (including marginally stable systems), which was not addressed before in the case of online prediction.

Index Terms—Adaptive estimation, Kalman filter, online learning, statistical learning.

I. INTRODUCTION

The celebrated Kalman filter has been a fundamental approach for estimation and prediction of time-series data, with diverse applications ranging from control systems and robotics [1], [2] to computer vision [3] and economics [4]. Given a known system model with known noise statistics, the Kalman filter predicts future observations of a partially observable dynamical process by filtering past observations. When the underlying process is linear and the noise is Gaussian, the Kalman filter is optimal in the sense that it minimizes the mean square prediction error. Since Kalman’s seminal paper [5], the stability and statistical properties of the Kalman filter have been well studied when the system model is known.

Learning to predict unknown partially observable systems is a significantly more challenging problem. Even in the case of linear systems, learning directly the model parameters of the system results in nonlinear, nonconvex problems [6]. Adaptive filtering algorithms address the problem of making observation predictions when the system model or the noise statistics are unknown or changing [7], [8], [9], [10]. These adaptive filtering approaches are usually based on variations of extended least squares. The statistical analysis of adaptive algorithms has relied on asymptotic tools, which assume that the number of collected data $N$ is infinite. However, our asymptotic tools, e.g., the central limit theorem or law of large numbers, do not always capture all aspects of finite sample performance [11, Ch. 2]. Moreover, the dependence of prediction performance on various system-theoretic parameters has been hidden under the big-$O$ notation.

In this article, we consider the problem of predicting observations generated by an unknown, partially observable linear dynamical system under finite samples. The system dynamics and observation map are corrupted by Gaussian noise. For the theoretical analysis, we adopt the notion of regret [12], which captures the finite sample performance of online prediction. It measures how far our online predictions are from the optimal Kalman Filter predictions that has access to the full system model. Our goal is to find an online prediction algorithm that has provably small regret. Our technical contributions are as follows.

1) System-theoretic regret: We define a notion of regret that has a natural, system-theoretic interpretation. The prediction error of an online prediction algorithm is compared against the prediction error of the Kalman filter that has access to the exact model, which is allowed to be arbitrary. Previous regret definitions [13] required the model to lie in a finite set.

2) Logarithmic regret for the Kalman filter: We present the first online prediction algorithm with provable logarithmic regret upper bounds for the classical Kalman filter. We prove that with high probability, the regret of our algorithm is of the order of $O(1)$, where $O$ hides poly $\log N$ terms and $N$ is the number of observations collected. Our algorithm is inspired by subspace identification system parameterizations [14]. Instead of optimizing over the state-space parameters, which is a nonconvex problem, we convexify the problem by establishing an approximate regression between the next observation and past observations. Our analysis is based on the stability properties...

Logarithmic regret for nonexplosive systems: Our regret guarantees do not require persistency of excitation and hold for the class of nonexplosive systems, which includes marginally stable linear systems. This proves that online prediction performance does not depend on the system stability gap \((1/(1 - \rho))\), where \(\rho\) is the spectral radius of the system. Recently, it has been shown that the stability gap does not affect system identification [15]. However, the question, whether the stability gap affects online prediction under stochastic noise, had not been addressed before.

4) Refined regret bounds for stable systems: When the system is stable, we can provide tighter logarithmic regret upper bounds by exploiting stationarity and new results for persistency of excitation developed in this article.

5) Regret analysis for other predictors: Our approach directly carries over to various interesting online predictors. For example, our analysis can be directly extended to the case of \(f\)-step ahead prediction of observations, or to the case when we have exogenous inputs. Both predictors enjoy similar logarithmic regret bounds.

6) Learning gap between LQR and Kalman filter: One of the implications of our bounds is that learning to predict observations like the Kalman filter is provably easier than solving the online linear quadratic regulator (LQR) problem, which in general requires \(\Omega(\sqrt{N})\) regret [16], [17]. This might not be surprising due to the fact that, in the case of exogenous inputs, we need to inject exploratory signals into the system.

A. Related Work

Recently, there have been important results addressing the regret of the adaptive LQR problem [18], [19], [20], [21], [22], [23], [24]. The best regret for LQR is sublinear and of the order of \(O(\sqrt{N})\), where \(N\) is the numbers of state samples collected; an in-depth survey can be found in [25]. When the system model is known, then the Kalman filter is the dual of the LQR, suggesting that this duality can be exploited in deriving the regret of the Kalman filter. However, when the system model is unknown, the LQR and the Kalman filter are not dual problems [26]. As the state is fully observed in LQR, the system identification in adaptive LQR reduces to a simple least-squares problem. In the adaptive Kalman filter, the state is partially observed resulting in nonconvex system identification problems requiring us to consider a different approach.

A related but different problem focuses on online prediction algorithms for systems without internal states (such as autoregressive moving average) [27]. Although such results suggest that logarithmic regret is possible, they do not directly address state-space systems and require the observations to be bounded. Prediction of observations generated by state-space models in the case of exogenous inputs and adversarial noise but with a bounded budget was studied in [28]. Recently, Kozdoba et al. [13] introduced regret bounds for the Kalman Filter in the restricted context of scalar and bounded observations. The regret is shown to be of the order of \(\sqrt{N}\) along with a small linear term. Here, we improve the state of the art to logarithmic bounds for general observations. Concurrently and independently [29] also proved logarithmic regret bounds for the Kalman filter, under an algorithm similar to ours. Contrary to [29], our algorithm progresses in epochs, and is agnostic to the total number \(N\) of samples collected. The order of the logarithm in our regret upper bound is independent of the size of the system. Our analysis also establishes persistency of excitation guarantees, providing refined regret bounds in the case of stable systems. After this article was written, regret bounds were extended to the case where the Kalman filter closed-loop matrix is close to instability [30]. Finally, Lale et al. [31] proved logarithmic regret bounds for the linear quadratic Gaussian (LQG) control problem, under the assumption that the optimal policy is persistently exciting. The LQG control problem is different from the prediction problem studied here.

Our online algorithm is inspired by subspace identification techniques [32]. The technical approach is based on classical results for the analysis of the least-squares estimator for time series [33], as well as modern results for finite sample analysis of system identification in both the fully observed [34], [35], [36] and the partially observed cases [15], [31], [37], [38], [39], [40].

Article organization: In Section II, we provide some background on the classical Kalman filter and formulate the regret problem considered in this article. In Section III, we introduce the online learning algorithm while the regret guarantees are presented in Section IV. In Section V, we illustrate the performance of our algorithm via numerical simulations. In Section VI, we present discussion and extensions. Finally, Sections VII concludes this article. The proofs can be found in the Appendix.

Notation: The term universal constant is used for numbers that are independent of the system’s (algorithm’s) parameters. The operator \(\succeq\) denotes comparison in the positive semidefinite cone. With \(\|\cdot\|_2\), we denote the Euclidean norm for vectors and the spectral norm for matrices. The spectral radius of a matrix \(A\) is denoted by \(\rho(A)\). The smallest singular value of a matrix \(A\) is denoted by \(\sigma_{\min}(A)\). By \(A^*\), we denote the transpose of \(A\). The big-O notation \(O(f(N))\) represents a function that grows at most as fast as \(f(N)\). The \(O(\cdot)\) notation hides polylogarithmic terms. The \(\poly(x)\) notation means a polynomial function of \(x\).

II. PROBLEM FORMULATION

The Kalman filter considers the problem of predicting observations generated by the following state-space system:

\[
\begin{align*}
  x_{k+1} &= Ax_k + w_k, \quad w_k \overset{i.i.d.}{\sim} N(0, Q) \\
  y_k &= Cx_k + v_k, \quad v_k \overset{i.i.d.}{\sim} N(0, R)
\end{align*}
\]

where \(x_k \in \mathbb{R}^n\) is the state, \(y_k \in \mathbb{R}^m\) and \(m \leq n\) are the observations (outputs), \(A \in \mathbb{R}^{n \times n}\) is the system matrix, and \(C \in \mathbb{R}^{m \times n}\) is the observation matrix. The time series \(w_k\) and \(v_k\) represent the process and measurement noise, respectively, and are modeled as zero-mean independent identically distributed (i.i.d.) Gaussian variables, independent of each other, with covariances \(Q\) and \(R\), respectively. The initial state is zero-mean Gaussian with covariance \(\Sigma_0\) and independent of the noises. The following assumption holds throughout this article.

Assumption 1: System (1) is nonexplosive, namely the spectral radius is \(\rho(A) \leq 1\). The state matrices are bounded \(\|A\|_2, \|C\|_2, \|Q\|_2, \|R\|_2 \leq M\), for some \(M \geq 0\). Letting \(A = JSJ^{-1}\) be the Jordan form decomposition of \(A\), then the similarity transformation is bounded \(\|S\|_2, \|S^{-1}\|_2 \leq M\).
Let $\mathcal{F}_k \triangleq \sigma(y_0, \ldots, y_k)$ be the filtration generated by the observations $y_0, \ldots, y_k$. Given the observations up to time $k$, the optimal prediction $\hat{y}_{k+1}$ at time $k + 1$ in the minimum mean square error sense is defined as

$$\hat{y}_{k+1} \triangleq \arg \min_{z \in \mathcal{F}_k} E \left[ \| y_{k+1} - z \|_2^2 \mid \mathcal{F}_k \right].$$

In the case of system (1), the optimal predictor admits a recursive expression, known as the Kalman filter:

$$\dot{x}_{k+1} = A\dot{x}_k + Ke_k, \quad \dot{x}_0 = 0$$

$$\hat{y}_k = C\dot{x}_k, \quad \hat{y}_k = \hat{y}_k + e_k$$

where $e_k \triangleq y_k - C\dot{x}_k$ is the innovation noise process. Matrix $K \in \mathbb{R}^{n \times m}$ is called the Kalman filter gain, and can be computed based on $A, C, Q$ and $R$ [see (6)].

The Kalman filter requires the system matrices $A$ and $C$ and noise covariances $Q$ and $R$ to be known. In this article, we seek online learning algorithms that can predict observations based only on past observation data, without any knowledge of system matrices or noise covariances. To quantify the online prediction performance, we define the regret of our online learning algorithm with respect to the Kalman filter (3) that has full knowledge of system model (1). Our goal is to achieve sublinear regret, as defined in the following problem statement.

Problem 1: Assume that $A, C, Q, R, \Sigma_0$ and $n$ in system model (1) are unknown. Consider a sequence $y_0, y_1, \ldots, y_N$ of observations generated by system (1). Let $\hat{y}_k \in \mathcal{F}_k$ be the prediction of an online learning algorithm based on the history $y_0, \ldots, y_k$ and $\hat{y}_k$ be the Kalman filter prediction (3) that has full knowledge of model (1). Define the regret

$$\mathcal{R}_N \triangleq N \sum_{k=1}^N \| y_k - \hat{y}_k \|_2^2 - N \sum_{k=1}^N \| y_k - \hat{y}_k \|_2^2.$$  

Fix a failure probability $\delta > 0$. Our goal is to find a learning algorithm such that with probability at least $1 - \delta$:

$$\mathcal{R}_N \leq \text{poly}(\log(1/\delta))o(N).$$

The regret captures the average suboptimality of the online predictor. If the regret is sublinear, this implies average convergence since $\mathcal{R}_N/N = o(1)$.

In the following section, we provide some background on the Kalman filter and specify some standard assumptions, which guarantee that the Kalman filter is well defined.

A. Kalman Filter Background

The Kalman filter enjoys two critical properties, namely closed-loop stability and innovation orthogonality, that are now reviewed. The following standard assumption holds throughout this article and guarantees that the Kalman filter is stable.

Assumption 2: $R$ is strictly positive definite. The system matrix pair $(A, C)$ is observable, i.e., the observability matrix

$$\mathcal{O}_k \triangleq \begin{bmatrix} C^* & A^*C^* & \cdots & (A^*)^{k-1}C^* \end{bmatrix}^*$$

has rank $n$ for all $k \geq n$. The pair $(A, Q^{1/2})$ is observable, i.e., the pair $(A^*, Q^{1/2})$ is observable.

The following result shows that under Assumption 2, the closed loop matrix $A - KC$ of the Kalman filter is stable.

Proposition 1 ([41]): Consider system (1) under Assumption 2. The Kalman filter gain in (3) is computed by

$$K = APC^* (CPC^* + R)^{-1}$$

where $P$ is the positive definite solution to


Moreover, the closed-loop matrix $A - KC$ is stable, i.e., it has spectral radius $\rho(A - KC) < 1$.

Proposition 1 implies that the Kalman filter reaches the steady state exponentially fast. This allows us to make the following standard assumption, which guarantees that the Kalman filter has stabilized to its steady state and (3) is well defined.

Assumption 3: We assume that the initial state covariance is $\Sigma_0 = P$, where $P$ is defined in (6).

The following assumption is for notational simplicity. It assumes that the largest eigenvalue of $A - KC$ is simple. It also assumes that the responses $C(A - KC)^k$ have bounded norm. We could remove it at the expense of more complicated bounds in the regret analysis.

Assumption 4: For all $t \geq 0$, the closed-loop matrix satisfies $\| (A - KC)^k \|_2 \leq M\rho(A - KC)^k$. The Kalman filter gain $K$ and the innovation covariance $\tilde{R} \triangleq CPC^* + R$ are bounded $\| K \|_2, \| R \|_2 \leq M$. The responses are upper bounded $\sum_{k=0}^\infty \| C(A - KC)^k \|_2 \leq M(1 - \rho(A - KC))^{-1}$.

Our final assumption makes sure that system (3) is minimal.

Assumption 5: The pair $(A, K)$ is controllable.

The above assumption is only needed to provide refined regret guarantees for stable systems (see Theorem 2 and Lemma I.4).

In addition to the previous stability properties, another property of the Kalman filter is that the innovation sequence $e_k = y_k - \hat{y}_k$ is orthogonal and, by Gaussianity, also i.i.d. By the law of large numbers, this implies that the $e_k$ cumulative error $\sum_{k=0}^n \| y_k - \hat{y}_k \|_2^2$ is of order $\mathcal{O}(N)$ almost surely. Predicting the true observations exactly is impossible in the stochastic noise setting, even if we know the system.

Systems (1) and (3) are statistically equivalent, i.e., they generate observations with the same distribution. This implies that the noise parameterization is not unique [42]. Another source of ill-posedness is that the state-space parameterization is nonunique. Any similar system $S^{-1}AS, CS, S^{-1}QS^*$ generates the same observations. These problems will be addressed later by considering an alternative system representation.

III. ONLINE PREDICTION ALGORITHM

Our online prediction algorithm is based on a system response representation (Markov parameterization) that has been used in subspace system identification [32]. Let $p$ be an integer that represents how far we look into the past. We define the vector of past observations at time $k$:

$$Z_{k,p} \triangleq \begin{bmatrix} y_{k-p} & \cdots & y_{k-1} \end{bmatrix}^*, \quad k \geq p.$$  

Define also the matrix of closed-loop responses:

$$G_p \triangleq \begin{bmatrix} C(A - KC)^{p-1}K & \cdots & CK \end{bmatrix}$$

which are essentially the Markov parameters of the stochastic system. By expanding the Kalman filter (3) $p$-steps into the past, the observation at time $k$ can be rewritten as

$$y_k = G_p Z_{k,p} + C(A - KC)^p \hat{x}_{k-p} + e_k.$$
Algorithm 1: Online Prediction Algorithm.

Input: $\beta, \lambda, T_{\text{init}}$
for $k = 0, \ldots, T_{\text{init}} - 1$ do
    Observe $y_k$
end for
for $i = 1, 2, \ldots$ do
    $T = 2^{i-1}T_{\text{init}}$
    $p = \beta \log T$
    $V_{T-1} = \lambda I + \sum_{t=1}^{T-1} Z_{t,p} Z_{t,p}^*$
    $G_{T-1} = (\sum_{t=1}^{T-1} \langle y_t, Z_{t,p}^* \rangle) V_{T-1}^{-1}$
    for $k = T, \ldots, 2T - 1$ do
        Predict $\hat{y}_k = \hat{G}_{k-1} Z_{k,p}$
        Observe $y_k$
        Update $\hat{V}_k = \hat{V}_{k-1} + Z_{k,p} Z_{k,p}^*$
        $\hat{G}_k = \hat{G}_{k-1} + (y_k - \hat{y}_k) Z_{k,p}^* \hat{V}_k^{-1}$
    end for
end for

Instead of optimizing over system parameters $A, C$, and $K$, which results in a nonconvex optimization problem, we optimize over (the higher dimensional) $G_p$, which makes the problem convex. From an online learning perspective, this technique is also known as improper learning. Using this lifting, we can learn a least-squares estimate $\hat{G}_{k,p}$ by regressing outputs $y_t$ to past outputs $Z_{t,p}$ for $t \leq k$

$$\hat{G}_{k,p} = \sum_{t=1}^{k} y_t Z_{t,p}^* \left( \lambda I + \sum_{t=p}^{k} Z_{t,p} Z_{t,p}^* \right)^{-1}$$

where $\lambda > 0$ is a regularization parameter. A similar procedure was employed in [31], [40], and [43] for system identification. To predict the next observation, we compute

$$\hat{y}_{k+1} = \hat{G}_{k,p} Z_{k+1,p}.$$  

Due to the stability properties of the Kalman filter (see Section II-A), the bias term in (9) will decay fast with $p$, since it is premultiplied by $\rho(A - KC)^p$. Notice that for nonexplosive systems, the state $\tilde{x}_{k-p}$ can grow polynomially fast in the worst case. Even if $\tilde{x}_{k-p}$ remains bounded, keeping the past $p$ constant would lead to a nonvanishing bias error (linear regret). Thus, to make sure that the prediction error decreases, we need to gradually increase the past horizon $p$. For this reason, inspired by the “doubling trick” [12], we divide the learning in epochs, where every epoch is twice longer than the previous one. During every epoch we keep the past horizon constant. Since $\rho(A - KC)^p$ is exponentially decreasing, it is sufficient to slowly increase the past as $p = O(\log T)$, where $T$ is the epoch duration.

The pseudocode of our online prediction approach can be found in Algorithm 1. Each epoch lasts from time $T_{i-1}, \ldots, 2T_{i} - 1$, where $i = 1, \ldots$, is the epoch, $T_i = 2^{i-1}T_{\text{init}}$, and $T_{\text{init}}$ is a design parameter (the length of the first epoch). During every epoch, we keep the past $p_i = \beta \log(T_{i})$ constant, where $\beta$ is a design parameter. Initially, from time 0 to $T_{\text{init}} - 1$, we have a warm-up phase where we gather enough observations to start predicting. To make sure that $p_i < T_i$, we tune $T_{\text{init}}$ accordingly. Based on Lemma III.1 it is sufficient to select $T_{\text{init}} = 2\beta \log 2/\beta$. Within an epoch, the least-squares-based predictor (11) can be implemented in a recursive way:

$$\hat{V}_{k,p} = \hat{V}_{k-1,p} + Z_{k,p} Z_{k,p}^*$$

$$\hat{G}_{k,p} = \hat{G}_{k-1,p} + (y_k - \hat{y}_k) Z_{k,p}^* \hat{V}_{k}^{-1}$$

which requires polynomial complexity and at most $O(\log T_i)$ memory. In the beginning of an epoch, when $p_i$ is updated, we reinitialize the predictor based on the whole past, which requires polynomial complexity and $O(T_i)$ memory. In total, after $N$ collected samples, the runtime is $\Theta(N \log N)$ and the memory requirement is linear $O(N)$.

No knowledge about the dynamics or even the state dimension $n$ is required. We only need to know upper bounds on $n$ and $(1 - \rho(A - KC))^{-1}$ in order to tune the past horizon $p$—see Theorem 1. There is a tradeoff between the bias error and statistical efficiency. Increasing the past horizon by selecting larger $\beta$ leads to smaller bias error, but increases the variance of the estimate of $G_p$ since we have more unknowns.

IV. REGRET ANALYSIS

In this section, we prove that with high probability, the prediction regret is not only sublinear, but also of the order of $\log n$ or $O(1)$, where $N$ is the number of observations collected so far. The challenge in the nonexplosive regime is that the observations grow unbounded polynomially fast ($O(\sqrt{N})$). Meanwhile, recent work in finite sample analysis of system identification [15], [38], [39], [40] shows that the model parameters can be learned at a slower rate ($O(1/\sqrt{N})$). Therefore, these system identification results cannot be directly applied to obtain regret bounds for our problem. Nonetheless, we show that our online Algorithm 1 mitigates the effect of unbounded observations. As a result, the logarithmic regret bound of $O(1)$ remains valid even as we approach instability.

We provide two results, one for nonexplosive systems ($\rho(A) \leq 1$) and one for stable systems ($\rho(A) < 1$). Before we present the regret results, let us introduce some notion. Let $a(s) = s^d - a_{d-1}s^{d-1} - \cdots - a_0$ be the minimal polynomial of matrix $A$, i.e., the minimum degree polynomial such that $a(A) = 0$. Denote its degree by $d$. We define the $\ell_2$ norm of its coefficients as $\|a\|_2 = 1 + \sum_{i=0}^{d-1} |a_i|$: the $\ell_2$ norm $\|a\|_2$ is defined in a similar way. Let $\kappa$ be the dimension of the largest Jordan block of $A$. In general, $\kappa \leq d \leq n$. For brevity, we omit the first $T_{\text{init}}$ terms from the regret. More precise bounds can be inferred by the proofs, at the cost of more complicated and less intuitive expressions.

Theorem 1 (Regret for nonexplosive systems): Consider system (3) and let Assumptions 1–4 be in effect. Fix a horizon $N$ and a failure probability $\delta > 0$. Assume Algorithm 1 runs for $N$ time steps with $\lambda = 1$ and let

$$\beta = \Omega \left( \kappa \left( \log(1/\rho(A - KC)) \right)^6 \right)$$

and $T_{\text{init}} = 2\beta \log 2/\beta$. With probability at least $1 - \delta$

$$R_N \leq \text{poly}(C_{\text{diff}}) O(\log^6 N)$$

where $C_{\text{diff}} \triangleq d^n \kappa \beta \|a\|_2 \left( \frac{M}{1 - \rho(A - KC)} \right)^{\log 1/\delta}$.

Theorem 1 provides the first logarithmic regret upper bounds for the problem of Kalman filter prediction. Concurrently and independently, logarithmic regret upper bounds were also proved in [29], where the upper bound is of the order of $\text{poly}(\log^c T)$,
i.e., it scales exponentially with the size of the Jordan blocks. Here, we provide an improved logarithmic rate of \( \log^k T \). Our bounds do not depend on the stability gap \( 1/(1 - \rho(A)) \) of the open loop matrix \( A \) and they do not degrade as we approach instability \( \rho(A) = 1 \). However, they degrade with the stability gap \( 1/(1 - \rho(A - KC)) \) of the Kalman filter closed-loop matrix. As shown in subsequent work [30], it is possible to also remove this dependence in the special case when \( A - KC \) has real eigenvalues, by considering filtered versions of the past observations. Note that our regret bounds do not require persistency of excitation. Hence, they do not degrade as \( R \) approaches singularity.

The upper bound also depends on the quantities \( d^e \) and \( \| o \| \), both of which can be exponential in the dimension of the system state \( n \) in the worst case. This can happen, for example, if \( n = \kappa \), e.g., if the system is an \( n \)th order integrator. Dependence of learning performance on the coefficients of the characteristic or minimal polynomial has been found in related work [37]. This dependence can be improved—see, for example, [28], [15], [29]. However, it is an open question whether it is possible to avoid the exponential dependence on \( \kappa \). It might be possible that systems with long chain structure, e.g., integrators, are harder to learn; such systems are difficult to observe even in the known model case. In open-loop system identification [15], such dependence also appears. It might be an inherent limitation of the problem, since fundamental quantities of the system, for example, matrix \( A^\dagger \) or the observability matrix \( O \), have norms that scale with \( t^n \)—see Lemma I.1.

We can provide a tighter logarithmic rate and avoid the above issues in the case of stable systems \( (\rho(A) < 1) \), by exploiting stationarity and persistency of excitation. Let \( \Gamma_k = \mathbb{E}_k x_k^2 \) be the covariance of the state with \( \Gamma_{\infty} = \lim_{k \to \infty} \Gamma_k \) the steady-state covariance. Let the minimum singular value of \( R \) be denoted by \( \sigma_R \). Let the mixing time \( \tau_{\text{mix}} \) be the minimum time such that the system is close to the steady state:

\[
\| \Gamma_{\infty}^{-1/2} \Gamma_k \Gamma_{\infty}^{-1/2} \|_2 \geq 1/2, \quad \text{for all } k \geq \tau_{\text{mix}}. \tag{14}
\]

Based on Lemma I.4, the mixing time scales with

\[
\tau_{\text{mix}} \leq \text{poly}(\log^{1}/(1 - \rho(A))^{-1}, \kappa, \log_{\text{mix}}(\Gamma_{\infty}, \sigma_R)).
\]

We obtain the following guarantees.

**Theorem 2 (Regret for stable systems):** Consider system \( (3) \) and let Assumptions 1–5 be in effect with \( \rho(A) < 1 \). Fix a horizon \( N \) and a failure probability \( \delta > 0 \). Assume that Algorithm 1 runs for \( N \) time steps with \( \lambda = 1, \beta \) as in \( (12) \), and \( T_{\text{mix}} = 2\beta \log 2/\beta \). There exists

\[
N_0^n = \text{poly}(n, \beta, \log 1/\delta, \tau_{\text{mix}}, 1/\sigma_R)
\]

such that with probability at least \( 1 - \delta \), if \( N > N_0^n \), then

\[
\mathcal{R}_N \leq \text{poly}(C_{\text{diff}}^n)(\log^4 N)
\]

(15)

where \( C_{\text{diff}}^n \triangleq n^3 \beta \log (M / (1 - \rho(A))) \). Notice that for stable systems the dominant logarithmic term in the upper bound is smaller. Also, we no longer have quantities that depend exponentially on the dimension \( n \). The main bound \((15)\) does not depend on the stability gap \( 1/(1 - \rho(A)) \). However, via \( \tau_{\text{mix}} \), the guarantees depend logarithmically on the inverse radius \( \log 1/\rho(A) \). This quantity reflects the mixing time needed for a stable system to approach stationarity. The burn-in time \( N_0^n \) is also related to persistency of excitation conditions, i.e., we need enough samples to guarantee that the Gram matrix \( \hat{V}_k \) is well conditioned.

The proofs of Theorems 1 and 2 can be found in the Appendix.

In the next section, we provide an overview of the regret analysis and explain why the quantities \( d^e \) and \( \| o \| \) appear in the bound in Theorem 1. We also explain how we obtain tighter bounds by exploiting stationarity and persistency of excitation in the case of stable systems.

### A. Regret Analysis for General Nonexplosive Systems

Recall the definition of the innovation error \( e_k = y_k - \hat{y}_k \). For brevity, we also define the error \( \tilde{e}_k = \hat{y}_k - \bar{y}_k \) between the online prediction of Algorithm 1 and the Kalman Filter prediction. Adding and subtracting \( \bar{y}_k \) in the first term

\[
\mathcal{R}_N = \sum_{k = T_{\text{init}}}^N \| e_k + \bar{y}_k - \hat{y}_k \|_2^2 - \| e_k \|_2^2
\]

\[
= \sum_{k = T_{\text{init}}}^N \| \bar{y}_k - \hat{y}_k \|_2^2 + 2 \sum_{k = T_{\text{init}}}^N e_k^* (\bar{y}_k - \hat{y}_k).
\]

It is sufficient to prove that the cumulative square loss

\[
\mathcal{L}_N \triangleq \sum_{k = T_{\text{init}}}^N \| \bar{y}_k - \hat{y}_k \|_2^2
\]

is logarithmic in \( N \). Because the innovations are i.i.d., we have a martingale structure for the second term since \( e_k \in \mathcal{F}_k \), while \( \tilde{e}_k \in \mathcal{F}_{k-1} \). The martingale term is small and can be bounded in terms of the square loss \( \mathcal{L}_N \). In particular, the quantity

\[
(\mathcal{L}_N + \bar{y}_k - \hat{y}_k)^{1/2} \sum_{k = T_{\text{init}}}^N e_k^* (\bar{y}_k - \hat{y}_k)
\]

is a self-normalized martingale and can be analyzed based on the following theorem, which can be found in [40]. It is an extension of [44], Th. 1 and [36], Prop. 8.2.

**Theorem 3 (Self-normalized martingales [40]):** Let \( \{ \mathcal{F}_t \}_{t = 0}^\infty \) be a filtration. Let \( \eta_t \in \mathbb{R}^{d}, t \geq 0 \) be \( \mathcal{F}_t \)-measurable, independent of \( \mathcal{F}_{t-1} \). Suppose also that \( \eta_t \sim \mathcal{N}(0, I) \) is isotropic Gaussian. Let \( X_t \in \mathbb{R}^d, t \geq 0 \) be \( \mathcal{F}_{t-1} \)-measurable. Assume that \( W \) is a \( d \times d \) positive definite matrix. For any \( t \geq 0 \), define

\[
\tilde{W}_t = W + \sum_{s=1}^t X_s X_s^*, \quad D_t = \sum_{s=1}^t X_s H_s^*
\]

\[
H_s^* = \begin{bmatrix} \eta_s^* & \ldots & \eta_{s+r-1}^* \end{bmatrix} \in \mathbb{R}^{rm}
\]

for some integer \( r \). Then, for any \( \delta > 0 \), with probability at least \( 1 - \delta \), for all \( t \geq 0 \)

\[
\| \tilde{W}_t^{-1/2} D_t \|_2^2 \leq 8r \left( \log^{rm} \delta + \log \det W W^{-1} \right).
\]

An application of the above theorem with \( \tilde{W}_t = \mathcal{L}_t, H_t = e_t \) (see the proof of Theorem 1 in the Appendix) implies that

\[
\sum_{k = T_{\text{init}}}^N e_k^* (\bar{y}_k - \hat{y}_k) = \tilde{O}(\sqrt{\mathcal{L}_N})
\]
with high probability. Hence, we focus on bounding $L_N$.

To complete the proof, it is sufficient to show that within a fixed epoch, the cumulative square loss is logarithmic—see Theorem I.2. Then, the same will hold for the total square loss $L_N$, since the number of epochs is logarithmic with $N$. Hence, for the remaining section, we will assume that we are within one epoch $i$, i.e., the past horizon $p = p_i$ and $T = 2^{i-1}T_{\text{init}}$ are constant. For brevity, we omit the subscript $p$ from all variables and write $G, \hat{G}_k$, and $Z_k$ instead of $G_{p}, \hat{G}_{k,p}$, and $Z_{k,p}$.

Define $S_k \triangleq \sum_{p=0}^{k-1} c_i Z_i^*$ and $\bar{V}_{k-1} \triangleq \lambda I + \sum_{p=0}^{k-1} Z_i Z_i^*$. Then, the error between our online prediction and the Kalman filter prediction can be written as

$$\bar{e}_k = (\hat{G}_{k-1} - G) Z_k + C(A - KC)^p \hat{x}_{k-p}$$

$$= S_k \bar{V}_{k-1}^{-1} Z_k + \lambda C \bar{V}_{k-1}^{-1} Z_k$$

$\text{regression}$ $\text{regularization}$

$$+ C(A - KC)^p \left( \sum_{i=p}^{k-1} \hat{x}_{i-p} Z_i^* \bar{V}_{k-1}^{-1} Z_k - \hat{x}_{k-p} \right). \tag{17}$$

The truncation term is due to the noise $e_k$ perturbing the system. The truncation bias is due to using only $p$ past observations and not all of them. The key ingredients to analyze the cumulative error $L_N$ are 1) the stability properties of the closed-loop matrix $A - KC$; 2) self-normalization properties of predictor (11).

**Regression term:** We can rewrite the regression term as a product of three separate terms:

$$S_k \bar{V}_{k-1}^{-1} Z_k = (S_k \bar{V}_{k-1}^{-1/2}) (\bar{V}_{k-1}^{-1/2} \bar{V}_k^{-1/2}) (\bar{V}_k^{-1/2} Z_k).$$

Hence, the regression term is upper bounded by

$$\sqrt{Z_k^* \bar{V}_k^{-1} Z_k} \sup_{T' \leq T \leq T+1} \left( \left\| S_{T'} \bar{V}_{T'}^{-1/2} \right\| \left\| \bar{V}_{T'}^{-1/2} \bar{V}_k^{-1/2} \right\| \right).$$

The first term $Z_k^* \bar{V}_k^{-1} Z_k$ is self-normalized since $\bar{V}_k$ is the Gram matrix of $Z_k, \ldots, Z_p$. We control its cumulative growth using the following lemma that is inspired by [33].

**Lemma 1:** Recall that $\bar{V}_k = \lambda I + \sum_{i=p}^{k-1} Z_i Z_i^*$. We have

$$\sum_{k=0}^{2T-1} Z_k \bar{V}_k^{-1} Z_k \leq \log \det (\bar{V}_{2T-1} \bar{V}_{T-1}^{-1}).$$

Intuitively, $Z_k Z_k^*$ appears in $\bar{V}_k$ and, hence, it cancels out the effect of $Z_k$. Hence, to prove that the cumulative square loss is logarithmic, it is sufficient to upper-bound the supremum of the last terms. The second term, $S_k \bar{V}_{k-1}^{-1/2}$ is a self-normalizing martingale and can be bounded based on Theorem 3, where $\bar{V}_t, S_t, Z_t$, and $c_t$ assume the role of $\bar{W}_t, D_t, X_t$, and $H_t$, respectively—see Theorem I.1 in the Appendix for details. Thus, the term $\left\| S_k \bar{V}_{k-1}^{-1/2} \right\|$ grows at most logarithmically with $k$. The martingale property comes from the fact that the innovation process $e_k$ of the Kalman filter is i.i.d.—see Section II-A. The third term can be rewritten as

$$\left\| \bar{V}_{k-1}^{-1/2} \bar{V}_k^{-1/2} \right\| = 1 + \left\| \bar{V}_{k-1}^{-1/2} Z_k \right\|^2$$

where the equality follows from

$$\bar{V}_{k-1}^{-1/2} \bar{V}_k^{-1/2} = I + \bar{V}_{k-1}^{-1/2} Z_k Z_k^* \bar{V}_{k-1}^{-1/2}.$$
Hence, the term $\tilde{V}_{k-1}^{-1/2} Z_k$ can be bounded by
\[
\left\| \tilde{V}_{k-1}^{-1/2} Z_k \right\|_2 \leq O \left( \frac{1}{\sqrt{k}} \right) \left\| \Gamma_{Z,k}^{-1/2} Z_k \right\|_2
\]
where now the normalized term $\Gamma_{Z,k}^{-1/2} Z_k$ behaves like a standard isotropic Gaussian variable—see Theorem II.1.

V. SIMULATIONS

In this section, we perform simulations to verify that our algorithm exhibits logarithmic regret. We also study how the past horizon $p$ affects performance. Let
\[
A = \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 0.9 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}, \quad Q = I, \quad R = 1.
\]
The system is nonexplosive with $\kappa = 2$. We select $T_{\text{init}} = 20$, $\lambda = 1$, and $N = 1000$. We ignore the errors for the initial epoch until $T_{\text{init}}$. We perform 1000 Monte Carlo simulations. In Fig. 1, we show the (empirical) expected regret for various choices of the past horizon, where the shaded regions capture one (empirical) standard deviation. We indeed obtain logarithmic regret (the $x$-axis is logarithmic) if the past horizon increases logarithmically as $\beta \log t$. On the other hand, if we keep the past horizon constant ($p = 4$), we suffer from linear regret.

Fig. 1. (Empirical) expected regret for various choices of the past horizon. The shaded regions capture one (empirical) standard deviation. We indeed obtain logarithmic regret (the $x$-axis is logarithmic) if the past horizon increases logarithmically as $\beta \log t$. On the other hand, if we keep the past horizon constant ($p = 4$), we suffer from linear regret.

VI. DISCUSSION AND EXTENSIONS

In this section, we discuss implications and generalizations of Algorithm 1 and the regret analysis.

Comparison with online LQR: Our bounds show that the problem of learning the Kalman filter online is provably easier than the online LQR, in the case of unknown systems. The latter requires in general regret of the order of $\Omega(\sqrt{N})$ [16], [17]. This is another reason why the problems are not dual in the unknown model case [26]. This gap might be expected since in the case of control, there is a need for exogenous exploratory signals, which increase the LQR control cost.

$f$-steps ahead predictor: An immediate generalization of Algorithm 1 is to consider the $f$-steps ahead predictor, where $f$ is some future horizon. Instead of predicting only the next observation, we predict the sequence $y_k, \ldots, y_{k+f}$. Denote the future observations and noises by
\[
Y_k = [y_k \ldots y_{k+f}]^T, \quad E^+_k = [e_k^* \ldots e_{k+f}^*]^T.
\]
Similar to (7), we can establish a regression:
\[
Y_k = O_f K_p Z_k + O_f (A - K C)^p \tilde{x}_{k-p} + T_f E^+_k
\]
where $K_p \triangleq [(A - K C)^{p-1} K \ldots K]$, and $T_f$ is a lower triangular block Toeplitz matrix generated by $I, C K, \ldots, C A^{f-2} K$. The optimal Kalman filter predictor is
\[
\hat{Y}_k = O_f K_p Z_k + O_f (A - K C)^p \tilde{x}_{k-p}.
\]
Hence, the regret can be defined as in (4), with the lowercase $y$ replaced with uppercase $Y$. The online predictor (11) can be adapted here:
\[
\hat{Y}_k = \hat{G}_{k,f,p} Z_k
\]
where $\hat{G}_{k,f,p}$ is obtained similar to (10) by regressing future observations $Y_t$ to past observations $Z_t$ from time $p$ up to $k - f$. The logarithmic regret guarantees of $O(1)$ also hold with the final bound depending polynomially on $f$ and $\|T_f\|_2$.

Prediction with inputs: We can apply the same algorithm in the case of exogenous inputs $u_k$:
\[
x_{k+1} = A x_k + B u_k + w_k \quad y_k = C x_k + v_k
\]
where $B$ is some unknown input matrix. Define now the vector
\[
Z_{k,p} \triangleq [y_{k-p}^* \ldots y_{k-1}^* u_{k-p}^* \ldots u_{k-2}^*]^T
\]
of both past outputs and past inputs. Following identical arguments as in the derivation of (9), we arrive at
\[
y_k = [G_p \ G_p^m] Z_{k,p} + e_k + C (A - K C)^p \tilde{x}_{k-p}
\]
where $G_p$ is defined in (8) and
\[
G_p^m \triangleq C (A - K C)^{p-1} B \ldots C B.
\]
To predict, we follow exactly Algorithm 1, where \( Z_{k,p} \) is replaced with \( Z_{k,p}^* \), i.e., instead of using only the past outputs, we also use the past inputs. We can obtain logarithmic regret guarantees and the proof (nonexplosive case) still holds, as long as we can establish an upper bound on the input energy [similar to (35)]. Some sufficient conditions include 1) bounded inputs or 2) closed-loop inputs (see [43]) that render the closed-loop system stable. Due to space limitations, we leave the detailed analysis for future work.

### VII. Conclusion

In this article, we provided the first logarithmic regret upper bounds for learning the classical Kalman filter of an unknown system with unknown stochastic noise. Our regret analysis holds for nonexplosive systems and our bounds do not degrade with the system stability gap. Going forward, our article opens up several research directions. Our current bounds are mainly qualitative and data independent, focusing on how various system-theoretic properties affect learning. It is an open problem to develop sharper data-dependent bounds that are more suitable for control applications, possibly at the cost of losing some interpretability. Another interesting direction is to study how the learning performance is affected by system-theoretic properties, such as the exponential quantity \( d^k \) in the case of systems with long chain structure, e.g., \( \kappa \)-order integrators. Analyzing the regret of other online algorithms, e.g., extended least squares, is also an open problem. Another challenging problem for both prediction and system identification is the case of explosive systems. Although in the fully observed case, this problem has been studied [34], [36], it remains open in the case of partially observable systems.

### Appendix I

**Regret Analysis for Nonexplosive Systems**

**A. Notation and Organization of the Appendix**

**Structure:** In Sections I-B and I-C, we review fundamental results from system theory and statistics. These provide the main tools for proving Theorems 1 and 2. In Section I-D, we provide finite sample complexity bounds and persistency of excitation (PE) results for a fixed time \( k \) and fixed past horizon \( p \). In Section I-E, we generalize those results from pointwise to uniform over all times \( k \) in one epoch. In Section I-F, we prove Lemma 1. By combining the uniform bounds and Lemma 1, we prove in Section I-G that the square loss suffered within one epoch is logarithmic with respect to the length of the epoch. Hence, we can now prove Theorem 1—see Section I-H. In Section II, we analyze the case of stable systems and prove Theorem 2. Section III includes some technical results about logarithmic inequalities, which are used to show that the burn-in time \( N_0 \) depends polynomially on the various system parameters.

**Notation:** A summary of the notation can be found in Table 1. We will analyze the performance of Algorithm 1 based mainly on a fixed epoch \( i \). Since the past horizon \( p \) is kept constant during an epoch, we drop the index \( p \) from \( Z_{k,p}^*, G_{k,p}^*, \) and \( \bar{V}_k^* \). Instead of using only the past outputs \( Z_k^* \), we also define the past noises:

\[
E_k^* \triangleq [e_{t-p}^* \cdots e_{t-1}^*]^T.
\]  

The batch past outputs, batch past noises, and batch past Kalman filter states are defined as:

\[
\bar{Z}_k \triangleq [Z_{\cdot,p} \cdots Z_k], \quad \bar{E}_k \triangleq [E_{\cdot,p} \cdots E_k], \quad \bar{X}_k \triangleq [\hat{x}_{\cdot,0} \cdots \hat{x}_{k-p}]^T.
\]  

Recall the definition of the correlations between the current innovation and the past outputs \( \Sigma_k \triangleq \sum_{t=p}^k e_t Z_t^* \) and the regularized autocorrelations of past outputs \( \tilde{V}_k \triangleq \lambda I + Z_k Z_k^* \).

The innovation sequence \( e_k \) is i.i.d. zero mean Gaussian. Its covariance has a closed-form expression and is defined as

\[
\tilde{R} \triangleq \text{E} e_k e_k^* = P C P^* + R
\]  

where \( P \) is the solution to the Riccati equation (6). Next, we define the Toeplitz matrix \( \tilde{T}_k \), for some \( k \geq 1 \):

\[
\tilde{T}_k \triangleq \begin{bmatrix}
I_m & 0 & 0 \\
C K & I_m & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
C A^{k-2} K & C A^{k-3} K & \cdots & I_m
\end{bmatrix}.
\]  

The past outputs can be written as

\[
Z_t = C_{p} \hat{x}_{t-p} + T_{p} E_t
\]  

The covariance of \( T_{p} E_t \) is denoted by

\[
\Sigma_E \triangleq E T_{p} E_t E_t^* T_{p}^* = T_{p} \text{diag}(\tilde{R}, \ldots, \tilde{R}) T_{p}^*.
\]
We define the covariance of the state predictions
\[ \Gamma_k = \mathbb{E} \hat{x}_k - x_k^* \]
and the covariance of the past outputs
\[ \Gamma_{Z,k} = \mathbb{E} Z_k - Z_k^* = O_p \Gamma_{k-\rho} O_p^* + \Sigma_E. \]

### B. System-Theoretic Bounds

#### 1) Bounds for System and Covariance Matrices:

**Lemma I.1:** Consider matrix \( A \) with Jordan form \( SJS^{-1} \). Let \( \kappa \) be the largest Jordan block of \( A \). Under Assumption 1
\[ \| A^\dagger \|_2 \leq M^2 \rho(A)^{\kappa+1} \left( \frac{e_i}{\kappa - 1} \right)^{n-1}. \]

As a result the following bounds hold:
\[ \| A^\dagger \|_2 \leq M^2 \rho \left( (t^\kappa)^{-1} \right), \quad \| O_i \|_2 \leq M^2 \rho \left( (t^\kappa)^{t} \right), \quad \| T_i \|_2 \leq M^2 \rho \left( (t^\kappa)^{t} \right), \quad \| \Gamma_i \|_2 \leq M^2 \rho \left( (t^2\kappa)^{t} \right). \]

**Proof:** Recall the Jordan form of \( A = SJS^{-1} \). For simplicity, assume that \( J \) is equal to an \( n \times n \) Jordan block with eigenvalue \( \lambda = \rho(A) \). Then, we have that
\[ J = \begin{bmatrix} \lambda & (1) \lambda^{i-1} & \cdots & \left( \frac{i}{n-1} \right) \lambda^{n-1} + 1 \\ 0 & \lambda & \cdots & \left( \frac{i}{n-2} \right) \lambda^{n-1} + 2 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \lambda \end{bmatrix}. \]

By Lemma I.2 and Assumption 1, we obtain
\[ \| A^\dagger \|_2 \leq M^2 \lambda^{\kappa+1} \sum_{i=0}^{n-1} \left( \frac{i}{\kappa - 1} \right)^{n-1} \]
where the second inequality is standard [11, Exercise 0.0.5]. This completes the proof of (29). The proof for the other cases is similar since the Jordan matrix is block diagonal.

The bounds on \( O_i, T_i, \Gamma_i \) follow from (29).

**Lemma I.2 (Toeplitz norm [40]):** Let \( L \in \mathbb{R}^{m_1 \times m_2 \times n} \) for some integers \( n, m_1, \) and \( m_2 \) be a block triangular Toeplitz matrix:
\[ L = \text{Toepl}(L_1, L_2, \ldots, L_n) \]
where \( L_i \in \mathbb{R}^{m_1 \times m_2} \). Then, \( \| L \|_2 \leq \sum_{i=1}^{n} \| L_i \|_2 \).

**Lemma I.3 (Monotonicity [40]):** Consider system (3), with \( \Gamma_k = \mathbb{E} \hat{x}_k \hat{x}_k^* \). The sequence \( \Gamma_k \) is increasing in the positive semidefinite cone.

**Lemma I.4 (Mixing time):** Assume that system (3) is stable \( \rho(A) < 1 \). Recall the definition of \( \bar{R} \) in (23). Under Assumption 5, the sequence \( \Gamma_k \) converges to \( \Gamma_\infty \geq 0 \), the unique positive definite solution of the Lyapunov equation:
\[ \Gamma_\infty = A \Gamma_\infty A^* + K \bar{R} \Gamma_\infty. \]
Let the mixing time \( \tau_{\text{mix}} \) be defined as in (14). Then,
\[ \tau_{\text{mix}} \leq \frac{1}{\log \rho(A)} \hat{O}(\max \{ \log \text{cond}(\Gamma_\infty), \kappa \}) \]
with \( \text{cond}(\Gamma_\infty) \leq \frac{\sigma_{\text{max}}(\Gamma_\infty)}{\sigma_{\text{min}}(\Gamma_\infty)} \).

**Proof:** Since \( A \) is stable, \( \Gamma_\infty = \sum_{k=0}^{\infty} A^k K \bar{R} \Gamma_\infty (A^*)^k \) is well defined and solves the Lyapunov equation. Since \( (A, K) \) is controllable (by Assumption 5), \( \Gamma_\infty \) is strictly positive definite: \( \Gamma_\infty \preceq K_n \kappa_n > 0 \), where the following matrix has full rank:
\[ K_n = \begin{bmatrix} K R^{1/2} & A K R^{1/2} & \ldots & A^{n-1} K R^{1/2} \end{bmatrix}. \]
It is unique since the operator \( L(M) = M - AM A^* \) is invertible; its eigenvalues are bounded below by \( 1 - \rho^2(A) \).

Notice that \( \Gamma_0 = 0 \leq \Gamma_\infty \) and by induction, we can show that \( \Gamma_k \leq \Gamma_\infty \). Since \( \Gamma_k \) is also monotone, it converges to the unique \( \Gamma_\infty \). Now after some algebra, we obtain
\[ \Gamma_k - \Gamma_\infty = -A^k \Gamma_\infty (A^*)^k. \]
It is sufficient to find a \( \tau_{\text{mix}} \) such that
\[ \| A^\dagger \|_2 \sigma_{\text{max}}(\Gamma_\infty) \leq \frac{\sigma_{\text{min}}(\Gamma_\infty)}{2}. \]
Since the norm of matrix \( A \) grows as fast as \( \| A^\dagger \|_2 = O(\rho(A)^{\kappa+1} \tau_{\text{mix}} \kappa) \), it is sufficient to pick
\[ \tau_{\text{mix}} \geq \kappa \log \frac{\tau_{\text{mix}}}{\log (\rho(A))} + \frac{\log \text{cond}(\Gamma_\infty)}{2} + \kappa - 1. \]
By Lemma III.1, the order of \( \tau_{\text{mix}} \) is
\[ \tau_{\text{mix}} = \frac{1}{\log \rho(A)} \hat{O}(\max \{ \log \text{cond}(\Gamma_\infty), \kappa \}). \]

**2) Proof of Lemma 2:** For the plain observations \( y_k \)
\[ y_k = CA^{\kappa+t} \hat{x}_{k-\kappa} + \sum_{s=t+1}^{d} CA^{\kappa-t} Ke_{k-s} + e_{k-t} \]
for \( t = 0, \ldots, d \). By the definition of the minimal polynomial
\[ CA^{d} \hat{x}_k = a_{d-1} CA^{d-1} \hat{x}_{k-1} + \cdots + a_0 C \hat{x}_{k-d} \]
which leads to
\[ y_k = a_{d-1} y_{k-1} + \cdots + a_0 y_{k-d} + \sum_{s=0}^{d} L_s e_{k-s} \]
with \( L_0 = I \) and
\[ L_s = -a_{d-s} I_m - \sum_{t=1}^{s-1} a_{d-s-t} CA^{t-1} K + CA^{s-1} K. \]
The norm of the above matrices is upper-bounded by
\[ \| L_s \|_2 \leq \| a \|_1 \| C \|_2 \| K \|_2 \max_{0 \leq t \leq d} \| A^{t-1} \|_2 \]
where \( \| a \|_1 \) denotes the \( \ell_1 \) norm of the polynomial coefficients. The same will now hold for the past outputs:
\[ Z_k = a_{d-1} Z_{k-1} + \cdots + a_0 Z_{k-p} + \sum_{s=0}^{d} \text{diag}(L_s, \ldots, L_s) E_{k-s} \]
where \( E_k \) is the vector of past noises. We can bound the residual
\[ \delta_k = \sum_{s=0}^{d} \text{diag}(L_s, \ldots, L_s) E_{k-s} \]
with \( \| \delta_k \|_2 \leq \Delta \| e_s \|_2 \), where
\[ \Delta \triangleq (d + 1) \max_{0 \leq s \leq d} \| L_s \|_2 \sqrt{p}. \]
From (29) and (30), it follows that \( \Delta = O(d^{2\kappa} \| a \|_1 \sqrt{p}) \).
C. Statistical Toolbox

1) Least Singular Value of Toeplitz Matrix: Let \( u_t \in \mathbb{R}^m \), \( t = 0, \ldots \), be an i.i.d. sequence, where \( u_k \sim \mathcal{N}(0, I) \) are isotropic Gaussians. The following result, which is adapted from [45], shows that the Toeplitz matrix of \( u_t \) is well conditioned with high probability. Similar results appeared in [38] and [39].

Lemma 1.5 (Toeplitz Isometry [45]): Let \( u_t \in \mathbb{R}^m, t = 0, \ldots \), be an i.i.d. sequence of Gaussian variables with unit covariance matrix. Consider the Toeplitz matrix

\[
U = \begin{bmatrix}
    u_{k-p} & u_{k-p-1} & \ldots & u_0 \\
    u_{k-p+1} & u_{k-p} & \ldots & u_1 \\
    \vdots & & & \\
    u_{k-1} & u_{k-2} & \ldots & u_{p-1}
\end{bmatrix}.
\]

Fix a failure probability \( 0 < \delta < 1/2 \). There exists a universal constant \( C \) such that if

\[
k \geq Cpm \log(pm/\delta)
\]

then with probability at least \( 1 - \delta \)

\[
\frac{1}{2}kI \preceq UU^* \preceq \frac{3}{2}kI.
\]  

Proof: Define \( \tilde{U} = [U \ U_0] \), where

\[
U_0 = \begin{bmatrix}
    0 & 0 & \ldots & 0 & 0 \\
    u_0 & 0 & \ldots & 0 & 0 \\
    \vdots & & & & \\
    u_{p-2} & u_{p-3} & \ldots & 0 & 0
\end{bmatrix}.
\]

Notice that we have

\[
\|UU^* - kI\|_2 \leq \|\tilde{U}\tilde{U}^* - kI\|_2 + \|U_0U_0^*\|_2
\]

By [45, Th. A.2], it follows that with probability at least \( 1 - \delta/2 \)

\[
\|\tilde{U}\tilde{U}^* - kI\|_2 \leq C'(pm \log(k/\delta) + \sqrt{kpm \log(k/\delta)})
\]

for some universal constant \( C' \). To bound \( U_0U_0^* \), we follow the same steps as in the proof of [45, Th. A.2] (see bounds on \( U_2U_2^* \) there). With probability at least \( 1 - \delta/2 \)

\[
\|U_0U_0^*\|_2 \leq C''pm \log(pm/\delta)
\]

for some other universal constant \( C'' \). By a union bound and if we select \( k \geq C'pm \log(pm/\delta) \), with \( C \) large enough, we get that with probability at least \( 1 - \delta \)

\[
\|UU^* - kI\|_2 \leq k/2.
\]

The condition on \( k \) makes use of Lemma III.1. \( \square \)

2) Gaussian Suprema:

Lemma 1.6: Consider \( v_t \in \mathbb{R}^d \sim \mathcal{N}(0, I) \) i.i.d., for \( t = 1, \ldots, k \). Let \( X_k \in \mathbb{R}^q \) be a linear combination:

\[
X_k \triangleq \sum_{t=1}^{k} M_{k,t}v_t, \text{ for } k = 1, \ldots, T
\]

where \( M_{k,t} \in \mathbb{R}^{q \times d} \). For some \( \mu > 0 \), define

\[
\Sigma_k \triangleq \mu I + \mathbb{E}X_kX_k^*.
\]

Fix a failure probability \( \delta > 0 \). With probability at least \( 1 - \delta \)

\[
\sup_{k=1,\ldots,T} \|\Sigma_k^{-1/2}X_k\|_2 \leq \sqrt{q} + \sqrt{2 \log \frac{T}{\delta}}.
\]  

If \( \mathbb{E}X_kX_k^* \) and \( k \leq T \) are invertible, the result holds for \( \mu = 0 \).

Proof: Fix a \( k \). An application of Jensen’s inequality gives

\[
\mathbb{E}\|\Sigma_k^{-1/2}X_k\|_2 \leq \sqrt{\mathbb{E}X_k^*\Sigma_k^{-1}X_k} = \sqrt{\text{tr} \Sigma_k^{-1}\mathbb{E}X_kX_k^*} \leq \sqrt{q}.
\]

Observe that we have \( \mathbb{E}X_kX_k^* = \sum_{i=1}^{k} M_iM_i^* \). As a result,

\[
\|\Sigma_k^{-1/2} [M_1 \ldots M_k]\|_2 \leq 1
\]

since by definition \( \Sigma_k = \mathbb{E}X_kX_k^* \). Hence, the function \( \|\Sigma_k^{-1/2}X_k\|_2 \) is \( 1 \)-Lipschitz with respect to \( v_{t,i} \), for \( t = 1, \ldots, k \), \( i = 1, \ldots, d \). By concentration of Lipschitz functions of independent Gaussian variables [46, Th. 5.6]

\[
P(\|\Sigma_k^{-1/2}X_k\|_2 > \sqrt{q} + t) \leq e^{-t^2/2}.
\]

Now select \( t = \sqrt{2 \log \frac{T}{\delta}} \) and take a union bound over \( k \). \( \square \)

D. Finite Sample Bounds for Fixed-Time, Fixed-Past

In this section, we include results for persistence of excitation and for identification of the system parameters for a fixed time instance \( k \) and a fixed past horizon \( p \).

Theorem 1.1 (Finite-sample identification): Fix a time \( k \). Consider system (3) with observations \( y_0, \ldots, y_k \). Fix a past horizon \( p \), a failure probability \( \delta > 0 \) and recall the notation of Table 1 and the universal constant \( C \) in Lemma 1.5. Let

\[
k_1(p, \delta) \triangleq Cpm \log(pm/\delta)
\]

\[
k_2(p, \delta) \triangleq \frac{512pm}{\min \{4, \sigma_R\}} \log \left( \frac{5p n \|\mathcal{C}_p\|_2 \|\Gamma_{k-p}\|_2 + \delta}{\delta} \right).
\]

1) With probability at least \( 1 - 2\delta \), the following events \( \mathcal{E}_Z \cap \mathcal{E}_{\text{cross}} \) hold simultaneously:

i) output bounds

\[
\mathcal{E}_Z \triangleq \{ \bar{Z}_k \bar{Z}_k^* \leq k^{-mp} \Gamma_{Z,k} \}
\]

ii) correlation upper bounds

\[
\mathcal{E}_{\text{cross}} \triangleq \{ \| S_k \bar{V}_k^{-1/2} \|_2 \leq \varepsilon(k, p, \delta) \}, \text{ where}
\]

\[
\varepsilon(k, p, \delta) \triangleq 16||R||mp \log \frac{5mpk (\|\Gamma_{Z,k}\|_2 k^{-1} + 1)}{\delta}.
\]

2) If \( k \) is large enough

\[
k \geq k_3(k, p, \delta) \triangleq \max \{ k_1(p, \delta), k_2(p, \delta) \}
\]
then with probability at least $1 - 3\delta$, the following PE condition is true:
\[
\mathcal{E}_{PE} \triangleq \left\{ \begin{array}{l}
T_p E_k E^*_k T_p^* \geq \frac{k}{2} \Sigma E \geq \frac{k}{2} \Sigma R I,
\end{array} \right. 
\]

\[
E_{PE} \triangleq \left\{ \begin{array}{l}
Z_k Z_k^* \geq \frac{1}{2} \Sigma p \bar{X}_k \bar{X}^*_k \Sigma p^* + \frac{1}{2} T_p E_k E^*_k T_p^*,
\end{array} \right. 
\]  

(39)

Proof: Let $\bar{W}_k, \bar{V}_k$ be the Gram matrices:
\[
\bar{W}_k \triangleq X_k X_k^* + W,
\]
\[
\bar{V}_k \triangleq \bar{Z}_k \bar{Z}_k^* + V,
\]

(40)

(41)

Define the base events:
\[
E_{\bar{X}} \triangleq \left\{ \bar{X}_k \bar{X}_k^* \leq \frac{1}{\delta} \Gamma_{k-p} \right\}, \quad E_{\bar{E}} \triangleq \left\{ T_p E_k E^*_k T_p^* \geq \frac{k}{2} \Sigma E \right\}
\]

\[
E_{XE} \triangleq \left\{ \left\| W^{-1/2}_k \bar{X}_k E_k^* T_p \Sigma E^{-1/2} \right\|_2^2 \leq 8 p \log \frac{\delta_5}{\delta} \right\}
\]

\[
E_{EZ} \triangleq \left\{ \left\| \bar{R}^{-1/2} S_k \bar{V}_k^{-1/2} \right\|_2 \leq 8 \log \left( \frac{\delta_5}{\delta} \right) \right\}
\]

We will show that $E_{\bar{Z}}$ and all of the base events occur with probability at least $1 - \delta$ each. Moreover
\[
\mathcal{E}_{PE} \supseteq E_{\bar{X}} \cap E_{\bar{E}} \cap E_{XE} \cap E_{E \bar{X}} \cap E_{E \bar{Z}} \cap E_{E Z}.
\]

Hence, by two union bounds
\[
\mathbb{P}(\mathcal{E}_{PE}) \geq 1 - 3\delta, \quad \mathbb{P}(\mathcal{E}_{\bar{E}} \cap \mathcal{E}_{E \bar{X}}) \geq 1 - 2\delta.
\]

1) Base events: The fact that $\mathbb{P}(E_{\bar{X}}) \geq 1 - \delta, \mathbb{P}(E_{\bar{E}}) \geq 1 - \delta$ follows by a Markov inequality argument—see [35, Sec. 3]. The fact that $\mathbb{P}(E_{XE}) \geq 1 - \delta$ follows from Lemma I.7. For each of the remaining events, we apply Theorem 3; note that $\bar{R}^{-1/2} S_k \bar{R}^{-1/2}$ and $\Sigma E^{-1/2} T_p \Sigma E$ are isotropic.

2) Event $E_{XE}$: From Lemma I.8, we have that $\mathcal{E}_{PE} \supseteq E_{\bar{X}} \cap E_{\bar{E}} \cap E_{XE}$ if $k$ satisfies (38).

3) Event $E_{E \bar{Z}}$: We show that $E_{E \bar{Z}} \supseteq E_{\bar{Z}} \cap E_{E \bar{Z}}$. Conditioned on $E_{\bar{X}} \cap E_{XE}$, we have
\[
\| S_k V_k^{-1/2} \|_2 \leq 8 \left\| \bar{R} \right\|_2 \left( \log \frac{5n}{\delta} + \log \delta \right)
\]
\[
\leq 8 \left\| \bar{R} \right\|_2 \left( \log \frac{5n}{\delta} + \log \left( \frac{k}{\delta} \Gamma_{k-p} \| 2 \lambda^* - 1 \right) \right)
\]

where the second inequality follows from $| \det L | \leq \| L \|^m_2$ for any matrix $L \in \mathbb{R}^n$. Conditioned also on $E_{XE}$,
\[
\left\| W_k^{-1/2} X_k U_k \right\|_2^2 \leq C_{XE}^2
\]

where we define
\[
C_{XE} \triangleq \sqrt{8 p \log 5^n \delta + n \log \left( \frac{n}{\delta} \| \Gamma_{k-p} \|^2_2 + 1 \right)}.
\]

Next, we prove the PE results that are required in the proof of the above theorem.

Lemma I.7 (Noise PE): Consider the conditions of Theorem I.1 and the definition of $k_1(p, \delta)$. If
\[
k \geq k_1(p, \delta)
\]
then with probability at least $1 - \delta$
\[
\frac{k}{2} \Sigma R I \leq \frac{k}{2} \Sigma E \leq T_p \bar{E}_k E_k^* T_p^* \leq \frac{3}{2} \Sigma E.
\]

Proof: Matrices $U_k \triangleq \Sigma E^{-1/2} T_p \bar{E}_k$ satisfy the conditions of Lemma I.5. Hence, under (42), with probability at least $1 - \delta$
\[
\frac{k}{2} I \leq \sum_{i=p}^k U_i U_i^* \leq \frac{3}{2} I.
\]

Multiplying both sides with $\Sigma E^{1/2}$ gives
\[
\frac{k}{2} \Sigma E \leq T_p \bar{E}_k E_k^* T_p^* \leq \frac{3}{2} \Sigma E.
\]

Finally, from [40, Lemma 2], we have $\Sigma E \geq \sigma R I$. \hfill \square

Next, we prove PE for the past outputs.

Lemma I.8 (Output PE): Consider the conditions of Theorem I.1 and the definition of $k_2(k, p, \delta), E_{\bar{E}}, E_{\bar{X}}, E_{X E}$. If
\[
k \geq k_2(k, p, \delta)
\]
then the following output PE condition holds:
\[
\left\{ Z_k \bar{Z}_k \geq \frac{1}{2} \Sigma p \bar{X}_k \bar{X}_k^* \Sigma p^* + \frac{1}{2} T_p \bar{E}_k \bar{E}_k^* T_p \right\} \supseteq E_{XE} \cap E_{\bar{X}} \cap E_{X E}.
\]

Proof: The batch past outputs can be written as
\[
\bar{Z}_k = \Sigma p \bar{X}_k + T_p \bar{E}_k.
\]

As a result, the sample-covariance matrix $\bar{Z}_k \bar{Z}_k^*$ will be
\[
\Sigma p \bar{X}_k \bar{X}_k^* \Sigma p^* + T_p \bar{E}_k \bar{E}_k^* T_p + \Sigma p \bar{X}_k \bar{X}_k^* \Sigma p^* + T_p \bar{E}_k \bar{E}_k^* T_p.
\]

The proof proceeds in two steps. First, we bound the cross-terms based on the events $E_{\bar{X}}$ and $E_{XE}$. Second, we show that if $k$ is large enough, then the cross-terms are dominated by the autocorrelation terms:
\[
O_{\Sigma p} \bar{X}_k \bar{X}_k^* \Sigma p^* + T_p \bar{E}_k \bar{E}_k^* T_p + \Sigma p \bar{X}_k \bar{X}_k^* \Sigma p^* + T_p \bar{E}_k \bar{E}_k^* T_p.
\]

Cross-term bounds: For simplicity, we rewrite $\Sigma E^{-1/2} T_p \bar{E}_k = \bar{U}_k$, where $\bar{U}_k$ is defined similarly to $\bar{E}_k$ but has unit variance components. Conditioned on $E_{XE}$
\[
\log \det \bar{W}_k \bar{W}_k^{-1} \leq n \log \left( \frac{n}{\delta} \| \Sigma p \|^2_2 + 1 \right)
\]

where we used the property $| \det L | \leq \| L \|^m_2$, for any matrix $L \in \mathbb{R}^n$. Conditioned also on $E_{XE}$
\[
\left\| W_k^{-1/2} X_k U_k \right\|_2 \leq C_{XE}^2
\]

where we define
\[
C_{XE} \triangleq \sqrt{8 p \log \frac{5n}{\delta} + n \log \left( \frac{n}{\delta} \| \Sigma p \|^2_2 + 1 \right)}.
\]

Let now $u \in \mathbb{R}^{mp}, \| u \|_2 = 1$ be an arbitrary unit vector. Then, consider the quadratic form
\[
q(u) \triangleq \frac{1}{k} \left( \Sigma p \bar{X}_k \bar{X}_k^* \Sigma p^* u + \Sigma p \bar{X}_k \bar{X}_k^* \Sigma p^* u \right).
\]
Conditioned on \( \{ \| W_k^{-1/2} \hat{X}_k U_k^* \|_2^2 \leq C_{XE} \} \cap \mathcal{E}_E \cap \mathcal{E}_X \) and using \( I = W_k W_k^{-1} \), we can bound the quadratic form by

\[
|q(u)| \leq \frac{2}{k} \left\| u^* \mathcal{O}_P W_k^{-1/2} \right\|_2 \left\| W_k^{-1/2} \hat{X}_k U_k^* \right\|_2 \left\| \Sigma_{E_k}^{1/2} u \right\|_2 \\
\leq \frac{2}{k} \left( \| u^* \mathcal{O}_P \hat{X}_k \hat{X}_k^* \mathcal{O}_P u + 1 \right) \| C_{XE} \sqrt{k} \| \Sigma_{E_k}^{1/2} \| u \|_2 .
\]

Cross-terms are dominated: Define variables

\[
a \triangleq \frac{1}{k} u^* \mathcal{O}_P \hat{X}_k \hat{X}_k^* \mathcal{O}_P u, \quad b \triangleq u^* \Sigma_{E_k} u.
\]

To complete the proof, it is sufficient to show that for any unit vector \( u \) if (43) holds, then

\[
2\sqrt{a + \frac{1}{k}} \geq \frac{1}{2} \left( a + \frac{1}{k} \right),
\]

But on \( \mathcal{E}_E \), we have \( \Sigma_{E_k}^{1/2} \hat{X}_k U_k^* \Sigma_{E_k}^{1/2} \geq k/2 \Sigma_{E_k} \). Thus, it is sufficient to show

\[
2\sqrt{a + \frac{1}{k}} C_{XE} \sqrt{k} \geq \frac{a}{2} + \frac{b}{4}.
\]

To guarantee the inequality, we apply the following Lemma I.9, where we exploit the fact that \( b \geq \sigma_{\min}(\Sigma_{E_k}) \geq \sigma_{R_k} \). It follows that it is sufficient to have

\[
C_{XE}/\sqrt{k} \leq \min \left\{ 2, \sqrt{\sigma_{R_k}} \right\}/8.
\]

To obtain the final expression for \( k_2(k, p, \delta) \), we use the simplification \( 8p \log(p \delta^m / \delta) \leq 8 p \log(5p / \delta) \), since \( m \leq n \).

**Lemma I.9:** Let \( a \geq 0 \) and \( b \geq \sigma_{R_k} > 0 \). Then, if

\[
\gamma \leq \min \left\{ \frac{2}{\sqrt{\sigma_{R_k}}} \right\}
\]

then \( f(a, b) \triangleq a + \frac{b}{4} - 2\sqrt{a + 1} \Gamma \geq 0 \).

**Proof:** By minimizing over \( a \), we obtain

\[
\min_{0 \leq a} f(a, b) = \begin{cases} \frac{b}{4} - 2\sqrt{b}, & \text{if } 2\gamma \sqrt{b} \leq 1, \\
\left( 1 - 2\gamma \right) - 1/2, & \text{if } 2\gamma \sqrt{b} > 1. \end{cases}
\]

If \( 2\gamma \sqrt{b} \leq 1 \), then we have

\[
\min_{0 \leq a, \sigma_{R_k}} f(a, b) = \frac{b}{4} - 2\sqrt{b} \geq \frac{b - \sqrt{b \sigma_{R_k}}}{4} \geq 0.
\]

Since \( \gamma \leq 1/4 \), the case \( 2\gamma \sqrt{b} > 1 \) can occur only if \( b > 4 \). But then, for \( b > 4 \)

\[
b \left( \frac{1}{4} - 2\gamma^2 \right) - 1/2 \geq b \left( \frac{1}{4} - \frac{1}{8} \right) - 1/2 \geq \frac{b - 4}{8} \geq 0.
\]

**E. Uniform Bounds**

The result of Theorem I.1 applies only for a fixed time step \( k \) within an epoch. Here, we directly extend the results to hold uniformly for all times steps \( k \) within an epoch. Note that we do not require PE.

**Lemma I.10 (Uniform bounds):** Consider the conditions of Theorem 1. Fix a failure probability \( \delta > 0 \). Let \( T = 2^{-1} T_{\text{min}} \) for some fixed epoch \( i \) with \( p = \beta \log T \) the corresponding past horizon. Consider the definition of \( \varepsilon(k, p, \delta) \) in (37). With probability at least \( 1 - 2 \sum_{k=T}^{2T-1} \frac{1}{k^2} \delta \), the following events hold:

\[
\mathcal{E}_{\text{uni}} \triangleq \bigcup_{k=T}^{2T-1} \left\{ \frac{Z_k}{\sqrt{2}} \left( \|| \tilde{X}_k \| - \| \bar{X}_k \| \right) \geq \varepsilon(k, p, \delta/k^2) \right\}.
\]

**Proof:** Fix a \( k \) such that \( T \leq k \leq 2T - 1 \) apply Theorem I.1 for \( \delta \) replaced with \( \delta/k^2 \). The results follows from (35) and (36), by taking the union bound over all \( T \leq k \leq 2T - 1 \).

**F. Proof of Lemma 1**

Recall that \( \tilde{V}_{k-1} = \tilde{V}_k - Z_k \tilde{Z}_k \). Using the identity \( \det(I + FB) = \det(I + BF) \), we obtain

\[
det \tilde{V}_{k-1} = det \tilde{V}_k det \left( I - \tilde{V}_k^{-1/2} Z_k \tilde{Z}_k \tilde{V}_k^{-1/2} \right) = det \tilde{V}_k \left( I - Z_k \tilde{Z}_k \tilde{V}_k^{-1/2} \right).
\]

Rearranging the terms gives

\[
Z_k \tilde{V}_k^{-1} Z_k = 1 - \frac{\det \tilde{V}_{k-1}}{\det \tilde{V}_k} \leq \log \det \tilde{V}_k - \log \det \tilde{V}_{k-1}
\]

where the inequality follows from the fact that the sequence \( \tilde{V}_k \leq \tilde{V}_{k-1} \) is increasing and the elementary inequality:

\[
1 - x \leq \log 1/x, \text{ for } x \leq 1.
\]

Since the upper bound telescopes, we finally get

\[
2T - 1 \sum_{k=T}^{2T-1} Z_k \tilde{V}_k^{-1} Z_k \leq \log \det \tilde{V}_{2T-1} - \log \det \tilde{V}_{T-1}.
\]

**G. Analysis Within One Epoch**

We will analyze the square loss for the duration of one epoch, from time \( T \) up to time \( 2T - 1 \) with fixed past horizon \( p = \beta \log T \). Note that PE is not required.

Consider the cumulative square loss within the epoch:

\[
L^2 - 1 \triangleq \sum_{k=T}^{2T-1} \| \tilde{y}_k - \tilde{\hat{y}}_k \|_2^2.
\]

Based on the notation of Table 1, the error between the Kalman filter prediction and our online algorithm is

\[
\tilde{y}_k - \tilde{\hat{y}}_k = S_{k-1} \tilde{V}_{k-1}^{-1} Z_k + \lambda G \tilde{V}_{k-1}^{-1} Z_k
\]

\[
+ C(A - KC)^p (\tilde{X}_{k-1} \tilde{Z}_{k-1} \tilde{V}_{k-1}^{-1} Z_k - \tilde{x}_{k-p}).
\]

**By Cauchy–Schwarz,** the submultiplicative property of norm, and the fact that \( \| \tilde{Z}_{k-1} \tilde{V}_{k-1}^{-1/2} \|_2 \leq 1 \) is normalized

\[
\| \tilde{y}_k - \tilde{\hat{y}}_k \|_2^2 \leq \left( \| S_{k-1} \tilde{V}_{k-1}^{-1/2} \|_2 + \| \lambda G \tilde{V}_{k-1}^{-1/2} \|_2 \right)
\]

\[
+ \| C(A - KC)^p \|_2^2 \| \tilde{X}_{k-1} \|_2^2 \| \tilde{V}_{k-1}^{-1/2} \|_2 \| \tilde{V}_{k-1}^{-1/2} \|_2 \| \tilde{V}_{k-1}^{-1/2} \|_2
\]

\[
+ 4 \| C(A - KC)^p \|_2^2 \| \tilde{X}_{k-p} \|_2^2.
\]

To obtain a bound on the square loss, it is sufficient to bound the following three terms:
1) the supremum over $T \leq t \leq 2T - 1$ of:
\[ \|S_{t-1}\tilde{V}_{t-1}^{-1/2}\|_2^2 + \|\bar{\lambda}G\tilde{V}_{t-1}^{-1/2}\|_2^2 + \|C(A - KC)p\|_2^2 \|\tilde{X}_{t-1}\|_2^2 \]

2) the sum $\|C(A - KC)p\|_2^2 \sum_{k=T}^{2T-1} \|\tilde{x}_{k-p}\|_2^2$;

3) the supremum over $T \leq t \leq 2T - 1$ of:
\[ \|\tilde{V}_{t-1}^{-1/2}\tilde{V}_t^{-1/2}\|_2^2 = 1 + \|\tilde{V}_{t-1}^{-1/2}Z_t\|_2^2 \]
where the equality follows from
\[ \tilde{V}_{t-1}^{-1/2}\tilde{V}_t^{-1/2} = I + \tilde{V}_{t-1}^{-1/2}Z_tZ_t\tilde{V}_{t-1}^{-1/2} \]

4) the sum $\sum_{k=T}^{2T-1} \|\tilde{V}_{k-1}^{-1/2}Z_k\|^2_2$.

**Theorem 1.2 (Square loss within epoch):** Consider the conditions of Theorem 1. Let $a$ be the minimal polynomial of $A$ with degree $d$, $\Delta$ defined as in (31). Fix a failure probability $\delta > 0$. Let $T = 2^l T_{\text{init}}$ for some fixed epoch $i \geq 1$ with $p = \beta \log T$ the corresponding past horizon. Recall the definition of $C_{\text{diff}}$ in Theorem 1. With probability at least $1 - 4 \sum_{k=2T-1}^{2T-1} \frac{1}{k^2}$

\[ L_{T_{2T-1}} \leq \text{poly}(C_{\text{diff}}) \left( O(\log^5 T) + \hat{O}(\rho(A - KC)p^{2T^2}) \right). \]

**Proof:** Consider the uniform event $\mathcal{E}_{\text{init}}$ defined in (44) and define the events:
\[ E_x = \begin{cases} \sup_{k \leq 2T-1} \|R_k^{-1/2}x_k\|_2 \leq \sqrt{n} + \sqrt{2\log \frac{4T}{\delta_1}} \\ \sup_{k \leq 2T-1} \|\tilde{R}_k^{-1/2}e_k\|_2 \leq \sqrt{n} + \sqrt{2\log \frac{4T}{\delta_1}} \end{cases} \]
where $\delta_1 = \sum_{k=2T-1}^{2T-1} \frac{\delta}{k^2}$. Based on Lemma I.10, Lemma I.6, and a union bound, the events $\mathcal{E}_{\text{init}} \cap E_x \cap \mathcal{E}_c$ occur with probability at least $1 - 4 \sum_{k=2T-1}^{2T-1} \frac{1}{k^2}$. We will bound all terms of the square loss based on the above events.

1) a) For the term $S_{k-1}\tilde{V}_{k-1}^{-1/2}$, based on event $\mathcal{E}_{\text{init}}$
\[ \|S_{k-1}\tilde{V}_{k-1}^{-1/2}\|_2^2 \leq \varepsilon(2T, p, \delta/(2T^2)) = \text{poly}(C_{\text{diff}})O(\log^2 T) \]

where the exponent of 2 is due to the fact that the dominant term is $p \log \|\Gamma_2, k\|_2$, with $\log \|\Gamma_2, k\|_2 = O(\log T)$ in the general case of nonexpansive systems.

b) Regularization term: $\|\bar{\lambda}G\tilde{V}_{k-1}^{-1/2}\|_2 \leq \lambda \|G\|_2^2$.

c) To bound the term $\|C(A - KC)p\|_2^2 \|\tilde{X}_{t-1}\|_2^2$, we use the inequality $\|\tilde{X}_{t-1}\|_2^2 \leq 2T \sup_{k \leq 2T-1} \|\tilde{x}_k\|^2_2$. Hence, it is sufficient to upper-bound the norm of the states. Since the covariances $\Gamma_k$ are increasing
\[ \sup_{k \leq 2T-1} \|\tilde{x}_k\|^2_2 \leq \|\Gamma_{2T-1}\|_2^2 \sup_{k \leq 2T-1} \|\Gamma_k^{-1/2}\|_2^2 \]

Hence, conditioned on $E_x$ and since $\|\Gamma_{2T-1}\|_2^2 = O(T^{2k-1})$
\[ \|C(A - KC)p\|_2^2 \|\tilde{X}_{t-1}\|_2^2 \leq \text{poly}(C_{\text{diff}})\hat{O}(\rho(A - KC)p^{2T^2}). \]

2) To bound the sum $\|C(A - KC)p\|_2^2 \sum_{k=T}^{2T-1} \|\tilde{x}_{k-p}\|_2^2$, we use the exact same steps as above since
\[ \sum_{k=T}^{2T-1} \|\tilde{x}_{k-p}\|_2^2 \leq T \sup_{k \leq 2T-1} \|\tilde{x}_k\|_2^2. \]

3) To bound the norm of $\|\tilde{V}_{k-1}^{-1/2}Z_k\|_2^2$, we exploit the ARMA-like representation in Lemma 2. Replacing $Z_k = \alpha_{d-1}Z_{k-1} + \cdots + \alpha_0 Z_{k-d} + \delta_k$ by two applications of Cauchy–Schwarz
\[ \|\tilde{V}_{k-1}^{-1/2}Z_k\|_2^2 \leq \|a\|^2 \sum_{i=1}^d \|Z_{k-i}^{-1/2}Z_{k-i}\|_2^2 \|\tilde{x}_i\|^2_2 \]
\[ \leq 2 \|a\|^2 d + 2\lambda^{-2} \Delta^2 \sup_{i \leq k-1} \|e_i\|^2_2 = \text{poly}(C_{\text{diff}})O(\log T) \]

where the bound on $\|e_i\|^2_2$ follows from $\mathcal{E}_c$.

4) Finally, by Lemma 1, we have
\[ \sum_{k=T}^{2T-1} \|\tilde{R}_k^{-1/2}Z_k\|_2^2 \leq \log \det(\tilde{V}_2 T \lambda^{-1}). \]

Based on $\mathcal{E}_{\text{init}}$ we obtain
\[ \log \det(\tilde{V}_2 T \lambda^{-1}) = \text{poly}(C_{\text{diff}})O(\log^2 T). \]

**H. Proof of Theorem 1**

Recall that the regret can be decomposed into two terms
\[ R_N = L_N + 2 \sum_{k=1}^{N} e_k^T (\hat{y}_k - \bar{y}_k) \]

where $L_N$ is the square loss and the other term is a martingale.

**Square loss bound:** Without loss of generality assume that $N = 2T_1 - 1 = T_{\text{init}}^2$ is the end of an epoch, where $i$ is the total number of epochs. The cumulative square loss can be rewritten as $L_N = \sum_{j=1}^{i} \frac{T^{2j-1}}{\Delta_{T_j}}$. Next, we select
\[ \beta \geq 4 \frac{K}{\log 1/\rho(A - KC)} \]

which under Assumption 4 makes the bias term in Theorem I.2 logarithmic. By Theorem I.2 and a union bound over all epochs, with probability at least $1 - 7 \frac{\delta}{\Delta}$
\[ L_N = \text{poly}(C_{\text{diff}})O(\log^6 N). \]

**Martingale term bound:** Denote $u_k \triangleq \tilde{R}_k^{-1/2}e_k$ and $z_k \triangleq R_1^{1/2}(\hat{y}_k - \bar{y}_k)$. Then, $\sum_{k=1}^T e_k (\hat{y}_k - \bar{y}_k) = \sum_{k=1}^T u_k^T z_k = \sum_{k=1}^T \sum_{i=1}^{T_{\text{init}}} u_{k,T_{\text{init}}} \bar{x}_{k,i}$.

To apply Theorem 3, we need to slightly modify the definition of the filtration. Let $\mathcal{F}_{t,i} \triangleq \sigma(\hat{F}_{t,i} \cup \{u_{t+1,1}, \ldots, u_{t+1,i}\})$, with $\mathcal{F}_{t+1} \equiv \mathcal{F}_{t,m}$ and define
\[ \hat{F}_0 = \mathcal{F}_0 \]
\[ \hat{F}_s = \mathcal{F}_{s-m}, \text{ if } ts + 1 \leq s \leq (t + 1)m. \]
By applying Theorem 3 with $\tilde{Z}_i$, we can bound the sum in terms of the square loss $\mathcal{L}_N$. With probability at least $1 - \delta$ 
\[
\left( \sum_{i=1}^{N} z_i^* z_i + 1 \right)^{-1/2} \sum_{i=1}^{N} u_i^* z_i \leq 8 \log \left( \frac{5}{\delta} \left( \sum_{i=1}^{N} z_i^* z_i + 1 \right) \right)
\]
or using the fact that $z_i^* z_i \leq \| \tilde{Z}_i \|_2 \| \tilde{y}_k - \tilde{y}_k \|_2$
\[
\sum_{i=1}^{N} u_i^* z_i \leq \left( \| \tilde{Z}_i \|_2 \mathcal{L}_N + 1 \right)^{1/2} \log \left( \frac{5}{\delta} \left( \| \tilde{Z}_i \|_2 \mathcal{L}_N + 1 \right) \right)
\]
By a union bound, with probability at least $1 - \left( \frac{7}{\delta} + 1 \right)\delta$
\[
\mathcal{R}_N = \text{poly}(\mathcal{C}_{\text{mix}})O(\log^6 N).
\]
To complete the proof, we rescale $\delta$ and rewrite the bounds with respect $\delta = \left( \frac{7}{\delta} + 1 \right)^{-1}\delta$. \hfill \Box

**Appendix II**

**Stable Case**

In the case of stable systems, stationarity allows us to prove stronger PE results.

Lemma II.1 (Stable: Output PE): Consider system (3) with observations $y_0, \ldots, y_k$. Let $\tau = \tau_{\text{mix}} + p$, where $\tau_{\text{mix}}$ is the mixing time defined in (14). Recall the universal constant $C$ in Lemma I.5 and the notation of Table 1. Define
\[
k_4(p, \delta) \triangleq C \tau m \log(\tau m / \delta)
k_5(k, p, \delta) \triangleq \frac{512 pm}{\min \{ 4, \sigma R \}} \log \left( \frac{5p n \| \mathcal{O}_T \|_2^2 \| \Gamma_{k-2} \|_2}{\delta} + 1 \right).\tag{50}
\]
With probability at least $1 - 3\delta$, if
\[
k \geq k_6(k, p, \delta) \triangleq \max \{ k_4(p, \delta), k_5(k, p, \delta) \} \tag{51}
\]
then the following output PE condition holds:
\[
Z_k \tilde{Z}_k \geq \frac{k}{4} \Gamma_{Z, \sigma} \geq \frac{k}{8} \Gamma_{Z, \infty}. \tag{52}
\]
**Proof:** Define the controllability matrix
\[
\mathcal{E}_t \triangleq \left[ A^{t-1} K \cdots AK \right], \quad t \geq 1.
\]
The state covariance at any time can be conveniently expressed in terms of the controllability matrix
\[
\Gamma_t = \mathcal{E}_t \text{diag}(R, \ldots, R) \mathcal{E}_t^*.
\]
Combining the above equality with (28), we obtain that
\[
\Gamma_{Z, \tau} = \left[ \mathcal{O}_p \mathcal{E}_{\tau_{\text{mix}}} \mathcal{T}_p \right] \text{diag}(R, \ldots, R) \left[ \mathcal{O}_p \mathcal{E}_{\tau_{\text{mix}}} \mathcal{T}_p \right]^*.
\]
Hence, by the definition of mixing time
\[
\Gamma_{Z, \tau} \geq \Gamma_{Z, \infty}/2. \tag{53}
\]
What remains is to show the first inequality in (52).

The proof is similar to the one of Lemma I.8. We need an additional step, to further unroll $\tilde{x}_{x-p}$ for $\tau_{\text{mix}}$ time steps into the past in (25). Extend the definition of the past noises
\[
E_t^* \triangleq \left[ e_t^* \cdots e_{t-1}^* \right]^*.
\]
Rolling out the state equations in (25), we obtain
\[
Z_t = \mathcal{O}_p A^{\tau_{\text{mix}}} \tilde{x}_{t-\tau} + \left[ \mathcal{O}_p \mathcal{E}_{\tau_{\text{mix}}} \mathcal{T}_p \right] E_t^*. \tag{54}
\]
Define the isotropic variables
\[
U_t \triangleq \Gamma_{Z, \tau}^{1/2} \left[ \mathcal{O}_p \mathcal{E}_{\tau_{\text{mix}}} \mathcal{T}_p \right] E_t^*,
\]
which are well defined since $\Gamma_{Z, \tau} \geq \Sigma E \geq \sigma_R I$. This enables us to rewrite (54) as
\[
Z_t = \mathcal{O}_p A^{\tau_{\text{mix}}} \tilde{x}_{t-\tau} + \Gamma_{Z, \tau}^{1/2} U_t. \tag{55}
\]
Expanding the correlations gives
\[
Z_t Z_t^* = \mathcal{O}_p A^{\tau_{\text{mix}}} \tilde{x}_{t-\tau} \tilde{x}_{t-\tau}^* + \left[ \mathcal{O}_p A^{\tau_{\text{mix}}} \right]^* + \Gamma_{Z, \tau}^{1/2} U_t \Gamma_{Z, \tau}^{1/2}
\]
\[
+ \mathcal{O}_p A^{\tau_{\text{mix}}} \tilde{x}_{t-\tau} U_t^* \Gamma_{Z, \tau}^{1/2} + \Gamma_{Z, \tau}^{1/2} U_t \tilde{x}_{t-\tau}^* \left[ \mathcal{O}_p A^{\tau_{\text{mix}}} \right]^*.
\]
The proof is now identical to Lemma I.8 and is, thus, omitted. To simplify the notation for the expression of $k_5$, we used $\| \mathcal{O}_p A^{\tau_{\text{mix}}} \|_2 \leq \| \mathcal{O}_p \|_2 \| \mathcal{O}_p A^{\tau_{\text{mix}}} \|$. We also used $\sigma_{\min}(\Sigma E, \sigma_R) \geq \sigma_R$ in the step where we applied the technical Lemma I.9.

A. Proof of Lemma 3

We prove a more general version.

Lemma II.2 (Stable case: Uniform PAC bounds): Consider the conditions of Theorem 1 with $p(A) < 1$. Select a failure probability $\delta > 0$. Let $T = 2^{-1} T_{\text{Init}}$ for some fixed epoch $i$ with $p = \beta \log T$ the corresponding past horizon. Consider also the definition of $e(k, p, \delta)$ in (37). There exists an $N_0 = \text{poly}(n, \beta, \log 1/\delta, \tau_{\text{mix}}, 1/\sigma_R)$ such that with probability at least $1 - 5 \sum_{k=1}^{2T-1} \frac{1}{k^2} \delta$ the following events hold:
\[
\mathcal{E}_{\text{unif}} \triangleq \bigcup_{k=1}^{2T-1} \left\{ \frac{\tilde{Z}_k \tilde{Z}_k^*}{\| S_k \tilde{V}_k \|_2^{1/2}} \leq \frac{k^{1/20}}{\delta} \Gamma_{Z, k} \right\} \tag{56}
\]
\[
\mathcal{E}_{\text{unif}}^{\text{PE}} \triangleq \bigcup_{k=\max\{N_0, T\}}^{2T-1} \left\{ \frac{\tilde{Z}_k \tilde{Z}_k^*}{\| S_k \tilde{V}_k \|_2^{1/2}} \leq \frac{k^{1/20}}{\delta} \Gamma_{Z, k} \right\}. \tag{57}
\]
**Proof:** Recall $k_5(p, \delta)$ defined in (51) and let
\[
N_0 \triangleq \min \{ t : k \geq k_5(p, \delta/k^2) \}, \quad \text{for all } k \geq t \}. \tag{58}
\]
Now, fix a $k$ such that $T \leq k \leq 2T - 1$ apply Theorem I.1 and Lemma II.1 for $\delta$ replaced with $\delta/k^2$. Taking the union bound over all $T \leq k \leq 2T - 1$, from (52), (35), and (36), we obtain that
\[
\mathbb{P}(\mathcal{E}_{\text{unif}} \cap \mathcal{E}_{\text{unif}}^{\text{PE}}) \geq 1 - 5 \sum_{k=1}^{2T-1} \frac{1}{k^2} \delta.
\]
What remains to show is that $N_0$ depends polynomially on $\beta, n, \log 1/\delta, 1/\sigma_R, \tau_{\text{mix}}$. By Lemma I.1, the covariance matrix $\Gamma_k$ increases at most as fast as $M^4 k^{2n-1}$ (a similar result holds for the observability matrix). Hence, the dominant term in $k_5$ is of the order of
\[
k_5(\beta \log k, k^2/\delta) \leq \beta n \frac{\sqrt{n}}{\sigma_R} \log(1/\delta) O(\log^2 k).
\]
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The dominant term in \( k_4 \) is
\[
k_4(\beta \log k, \delta/k^2) \leq (\tau_{\text{mix}} + \beta \log k) n \log \frac{k}{\delta}.
\]
To simplify the final expression, define
\[
N_{\text{diff}} = \tau_{\text{mix}} \beta k N^* \frac{M}{\delta \tau^*} \log(1/\delta).
\]
By Lemmas III.1 and III.2, it follows that \( N_0^* \) is of the order of
\[
N_0^* \leq 4C \log^2 \log^2 N_{\text{diff}} N_{\text{diff}}^2
\]
where \( C \) is the universal constant defined in Lemma I.5.  \( \square \)

B. Proof of Theorem 2

Similar to the nonexplosive case, we analyze the square loss for a single epoch. We additionally exploit the sharper PE condition.

**Theorem II.1 (Square loss within epoch):** Consider the conditions of Theorem 2 and the definition of \( c_{\text{diff}} \) therein. Fix a failure probabilities \( \delta > 0 \) and consider \( N_0^* \) defined as in (58). Let \( T = 2^{-1}T_{\text{mix}} \) for some fixed epoch \( i \geq 1 \) with \( p = \beta \log T \) the corresponding past horizon. Let \( \beta \) satisfy (12). Then, with probability at least \( 1 - 7 \sum_{k=1}^{T-1} \frac{1}{k^2} \delta \),
\[
\mathcal{L}_{T-1} \leq \mathcal{O}(C_{\text{diff}} \log^5 T).
\]
If moreover \( T \geq N_0^* \), then
\[
\mathcal{L}_{T-1} \leq \mathcal{O}(C_{\text{diff}} \log^3 T).
\]

**Proof:** For \( T < N_0^* \), the result follows from Theorem I.2. Let \( T \geq N_0^* \) and consider the uniform events \( \mathcal{E}_{\text{unif}} \) and \( \mathcal{E}_{\text{PE}} \) defined in (56) and (II.8). Define also
\[
\mathcal{E}_x = \left\{ \sup_{k \leq 2T-1} \| \Gamma_{k-1/2} \hat{Z}_k \|_2 \leq \sqrt{n} + \frac{2 \log 4T}{\delta_1} \right\}
\]
\[
\mathcal{E}_z = \left\{ \sup_{k \leq 2T-1} \| \Gamma_{Z,k} \hat{Z}_k \|_2 \leq \sqrt{mp} + \frac{2 \log 2T}{\delta_1} \right\}
\]
where \( \delta_1 = \sum_{k=1}^{T-1} \delta/k^2 \). Based on Lemmas II.2 and I.6, and a union bound, all events \( \mathcal{E}_{\text{unif}} \cap \mathcal{E}_{\text{PE}} \cap \mathcal{E}_x \cap \mathcal{E}_z \) occur with probability at least \( 1 - 7 \sum_{k=1}^{T-1} \frac{1}{k^2} \delta \). Now, we proceed as in the proof of Theorem I.2. Instead of separately bounding the quantities in steps 3) and 4) in the proof of Theorem I.2, here we provide a combined bound on the sum of \( \| \hat{V}_{k-1/2} Z_k \|_2^2 \).

The sum \( \| \hat{V}_{k-1/2} Z_k \|_2^2 \) is upper bounded by
\[
\left( \sum_{k=T}^{2T-1} \| \hat{V}_{k-1/2} Z_k \|_2^2 \right) \sup_{k \leq 2T-1} \| \Gamma_{Z,k} \hat{Z}_k \|_2^2.
\]
However, since \( T \geq N_0^* \), based on the event \( \mathcal{E}_{\text{unif}} \)
\[
\sum_{k=T}^{2T-1} \| \hat{V}_{k-1/2} \|_2^2 \leq \frac{2T}{T-1}.
\]
Finally, based on \( \mathcal{E}_x \), we have \( \| \Gamma_{Z,k} \hat{Z}_k \|_2^2 = O(\log T) \).

The remaining steps are the same as in the proof of Theorem 1.

**APPENDIX III**

**TECHNICAL LEMMAS**

**Lemma III.1:** Let \( c > 0 \). The inequality
\[
k \geq c \log k
\]
is true if \( k \geq \max\{2c \log 2c, 1\} \).

**Proof:** If \( c \leq e \), then the inequality is satisfied for all \( k > 0 \). To see why this holds, consider \( f(k) = k - c \log k \). The minimum is attained at \( f(e) = e - c \log e = 0 \). Hence, \( k \geq e \log k \geq c \log k \). If \( c > e \), then the function \( k - c \log k \) is increasing for \( k \geq c \). Moreover, \( 2c \log 2c \geq c \). As a result, if \( k \geq 2c \log 2c \), then also
\[
k - c \log k \geq 2c \log 2c - c \log(2c \log 2c)
\]
where we used Lemma III.3.

**Lemma III.2:** Let \( c \geq 0 \). The inequality
\[
k \geq c \log^2 k
\]
is true if \( k \geq \max\{4c \log^2 4c, 4c \log 4c, 1\} \).

**Proof:** If \( c \leq 1 \), then the inequality is satisfied for \( k \geq 1 \). To see why this holds, define \( f(k) = k - c \log k \). Its derivative \( f'(k) = 1 - \frac{2c \log k}{k} \) is always positive for \( k \geq 1 \) since the proof of Lemma III.1. \( k \geq 2 \log k \). Hence, \( f(k) \geq f(1) = 1 \).

Consider now the case \( c > 1 \) and define \( g(k) = k - c \log^2 k \). Its derivative is \( g'(k) = 1 - 2c \log k \). From Lemma III.1, \( g'(k) \geq 0 \), for \( k \geq \max\{4c \log 4c, 1\} \). Now, pick \( k_1 = 4c \log^2 4c \) and observe that \( k_1 \geq 4c \log 4c \) since \( 4c \geq e \) and \( \log 4c > 1 \). Since \( g \) is increasing for \( k \geq k_1 \), it is sufficient to prove that \( g(k_1) > 0 \). Invoking Lemma III.3, we obtain the inequality
\[
c \log^2(k_1) \leq c \left( \log 4c + \frac{1}{e} \log 4c \right)^2 \leq 4c \log^2 4c = k_1
\]
where (i) follows from Lemma III.3.

**Lemma III.3:** Let \( c \geq e \), then the following inequality holds:
\[
\log c \leq \frac{1}{e} \log c.
\]

**Proof:** Consider function \( f(c) = \frac{1}{e} \log c - \log c \) and compute the derivative
\[
f'(c) = \frac{1}{ec} - \frac{1}{c \log c}.
\]
The minimum is attained at \( c^e \). Hence, \( f(c) \geq f(\bar{c}) = 0 \), for all \( c \geq e \).
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