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Abstract—Data-driven approaches achieve remarkable results for the modeling of complex dynamics based on collected data. However, these models often neglect basic physical principles which determine the behavior of any real-world system. This omission is unfavorable in two ways: The models are not as data-efficient as they could be by incorporating physical prior knowledge, and the model itself might not be physically correct. We propose Gaussian Process Port-Hamiltonian systems (GP-PHS) as a physics-informed Bayesian learning approach with uncertainty quantification. The Bayesian nature of GP-PHS uses collected data to form a distribution over all possible Hamiltonians instead of a single point estimate. Due to the underlying physics model, a GP-PHS generates passive systems with respect to designated inputs and outputs. Further, the proposed approach preserves the compositional nature of Port-Hamiltonian systems.

I. INTRODUCTION

The modeling and identification of dynamical systems is a crucial task in a broad range of domains such as physics, engineering, applied mathematics and medicine [1]–[3]. System identification has a long history in control as most control strategies are derived based on a model of the plant. Whereas classical models of physical systems are typically based on first principles, there is a recent shift to more data-driven modeling of complex dynamics to capture more details with reduced engineering effort. However, this paradigm shift poses new questions regarding the efficiency, interpretability, and physical correctness of these models [4]. By physical correctness we mean that the learned model respects physical principles such as conservation of energy and passivity. Including these physical principles in a data-driven approach is beneficial in several ways: The models [19] are more meaningful as they respect the postulates of physics, 2) come with increased interpretability, and 3) can be more data-efficient as satisfaction of physical axioms results in a meaningful inductive bias of the model [5].

A large class of physical systems can be described by Hamiltonian mechanics, see [6]. The main idea is that the total energy in the system is described by a smooth scalar function of the system’s generalized coordinates. However, Hamiltonian systems are restricted to dynamics without external inputs and dissipative elements, which is rarely the case in real-world scenarios.

A composable framework to overcome these restrictions has been provided by Port-Hamiltonian systems (PHS), see [7]. PHS leverage network approaches from electrical engineering and constitute a cornerstone of mathematical systems theory. While most of the analysis of physical systems has been performed within the Lagrangian and Hamiltonian framework, the network point of view is attractive for the modeling and simulation of complex physical systems with many connected components. PHS consider three types of ideal components: 1) energy-storing elements, 2) energy-dissipating (resistive) elements, and 3) energy-routing elements. It has been shown that PHS are able to model a range of multi-domain complex physical systems involving combinations of electrical, mechanical, electromechanical, chemical, hydrodynamical, thermodynamical, and quantum components, see [8]. Therefore, PHS form an expressive class of systems that are able to model many real-world physical scenarios of interest.

Results for the data-driven learning of Hamiltonian systems with neural networks have been established in [9], [10], and extended to PHS, see [11], [12]. However, standard neural network architectures can have difficulty generalizing from sparse data and have no uncertainty quantification of the outputs. In contrast, Bayesian models such as Gaussian processes (GP) can generalize well even for small training datasets and have a built-in notion of uncertainty quantification [13]. By using the Bayesian approach to learn a posterior...
distribution of functions, we are able to both obtain point predictions of outputs as well as a quantified uncertainty. GPs have been recently used for learning generating functions for Hamiltonian systems [14] or the dynamics of other structured systems [15]–[17], but they have not been applied to the class of Port-Hamiltonian systems.

**Contribution:** In this paper, we embed the powerful PHS representation into a Bayesian framework and propose Gaussian Process Port-Hamiltonian systems (GP-PHS) for learning physical systems based on state measurements. For this purpose, we introduce a PHS kernel for the GP that generates a distribution over PHS dynamics. The integration of physical principles allows the GP-PHS to be data-efficient and the resulting models are physically correct in the sense of the evolution of the system’s energy. In contrast to existing PHS identifications methods, the probabilistic model includes all possible realizations of the PHS under the GP prior with respect to a finite set of data. We give a proof that the interconnection properties of PHS are preserved in GP-PHS which is a beneficial characteristic for system composition and control.

The remainder of the paper is structured as follows. We start with the introduction of PHS and GPs in Section II, followed by proposing GP-PHS in Section III. Finally, a simulation highlights the benefits of GP-PHS in Section IV.

II. Problem Formulation

In this section we briefly describe the class of Port-Hamiltonian systems, revisit GP regression, and introduce the problem setting.

A. Port-Hamiltonian Systems

Composing Hamiltonian systems with input/output ports leads to a Port-Hamiltonian system (PHS) which is a dynamical system with ports that specify the interactions of its components. The dynamics of a PHS \( \Sigma \) are described by

\[
\Sigma(J, R, H, G) = \begin{bmatrix}
\dot{x} = (J(x) - R(x)) \nabla_x H(x) + G(x) u \\
y = G(x) \nabla_y H(x)
\end{bmatrix},
\]

with the state \( x(t) \in \mathbb{R}^n \) (also called energy variable) at time \( t \in \mathbb{R}_{\geq 0} \), the total energy represented by a smooth function \( H : \mathbb{R}^n \to \mathbb{R} \) called the Hamiltonian, and the I/O ports \( u, y \in \mathbb{R}^m \).

The matrix \( J : \mathbb{R}^n \to \mathbb{R}^{n \times n} \) is skew-symmetric and specifies the interconnection structure and the matrix \( R : \mathbb{R}^n \to \mathbb{R}^{n \times n}, R = R^T \geq 0 \) specifies the dissipation in the system.

The contact with the environment is defined by the matrix \( G : \mathbb{R}^n \to \mathbb{R}^{n \times m} \). The structure of the interconnection matrix \( J \) is typically derived from kinematic constraints in mechanical systems, Kirchhoff’s laws, power transformers, gyrators, etc. Loosely speaking, the interconnection of the elements in the PHS is defined by \( J \), whereas the Hamiltonian \( H \) characterizes their dynamical behavior. The port variables \( u \) and \( y \) are conjugate variables in the sense that their duality product defines the power flows exchanged with the environment of the system, for instance, currents and voltages in electrical circuits or forces and velocities in mechanical systems, see [8] for more information on PHS.

**Remark 1** Port-Hamiltonian systems are a generalization of classical Hamiltonian systems but with the capability of including dissipation, input/output ports, and non-local coordinates. Thus, any Hamiltonian systems can be represented by a PHS (1) with \( J(x) = \begin{bmatrix} 0 & I \\ -I & 0 \end{bmatrix} \), \( R = 0, G = 0 \).

B. Gaussian Process Regression

Let \( (\Omega, \mathcal{F}, P) \) be a probability triple with the probability space \( \Omega \), the corresponding \( \sigma \)-algebra \( \mathcal{F} \) and the probability measure \( P \). Given a mean function \( m_{GP} : \mathbb{R}^n \to \mathbb{R} \) and a kernel function \( k : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \), a GP \( \mathcal{GP}(m_{GP}, k) \) is a stochastic process on a set \( \mathcal{X} \subseteq \mathbb{R}^n \) with marginals defined as follows. Given a sample \( f \sim \mathcal{GP}(m_{GP}, k) \) and a finite collection of points \( x \in \mathcal{X} \), the vector of pointwise evaluations \( f(x) \) is distributed according to the normal distribution \( f(x) \sim \mathcal{N}(m_{GP}(x), K(x, x)) \), where \( K(x, x) \) is a matrix of pairwise kernel evaluations at the points in \( x \). One of the main advantages of GPs is their combined use with Bayes’ Theorem to provide tractable statistical inference for regression [13]. In this regard, consider the output \( y \in \mathbb{R} \) of a continuous function \( f : \mathbb{R}^n \to \mathbb{R} \). The measurements might be affected by Gaussian noise such that \( y = f(x) + \eta \) with \( \eta \sim \mathcal{N}(0, \sigma^2) \). We place a mean-zero GP prior with kernel \( k \) on \( f \). The training set \( D = \{X, Y\} \) denotes the set of input data, \( X = [x^{(1)}, x^{(2)}, \ldots, x^{(N)}] \in \mathbb{R}^{n \times N} \) and measured output data, \( Y = [y^{(1)}, y^{(2)}, \ldots, y^{(N)}]^T \in \mathbb{R}^N \). For a test input \( x^* \in \mathbb{R}^n \), the estimation of \( f(x^*) \) is provided by conditioning on the data which leads to the posterior

\[
\mu(f \mid x^*, D) = k(x^*, X)^T K^{-1} Y;
\]

\[
\text{var}(f \mid x^*, D) = k(x^*, x^*) - k(x^*, X)^T K^{-1} k(x^*, X).
\]

The kernel \( k \) is a measure for the correlation of two inputs \( (x, x') \). The function \( K : \mathbb{R}^{n \times N} \times \mathbb{R}^{n \times N} \to \mathbb{R}^{N \times N} \) is called the Gram matrix whose elements are given by \( K_{i,j} = k(x_i, x_j) + \delta(j, j')\sigma^2 \) for all \( j, j' \in \{1, \ldots, N\} \) with the delta function \( \delta(j, j') = 1 \) for \( j = j' \) and zero, otherwise. The vector-valued function \( k : \mathbb{R}^{n \times N} \times \mathbb{R}^{n \times N} \to \mathbb{R}^{N \times N} \), with the elements \( k_{ij} = k(x_i, x_j) \) for all \( i, j \in \{1, \ldots, N\} \), expresses the covariance between \( x^* \) and the input training data \( X \). The selection of the kernel and the determination of the corresponding hyperparameters can be seen as degrees of freedom of the regression. A popular kernel for GP models of dynamical systems is the squared exponential kernel, which we will use throughout the following sections.

C. Problem Setting

We consider the problem of learning a physical system whose dynamics can be written in Port-Hamiltonian form (1).
We assume that we have access to (potentially noisy) observations $\tilde{x}(t) \in \mathbb{R}^n$ of the system state $x(t) \in \mathbb{R}^n$ whose evolution over time $t \in \mathbb{R}_{\geq 0}$ follows
\[
\dot{x} = [J(x) - R(x)] \nabla_x H(x) + G(x)u \tag{3}
\]
starting at $x(0) \in \mathbb{R}^n$. The Hamiltonian $H \in C^\infty$ is assumed to be completely unknown due to unstructured uncertainties in the system typically imposed by nonlinear springs, physical coupling effects, or highly nonlinear electrical and magnetic fields. The parametric structures of the interconnection matrix $J: \mathbb{R}^n \to \mathbb{R}^{n \times n}$, dissipation matrix $R: \mathbb{R}^n \to \mathbb{R}^{n \times n}$ and I/O matrix $G: \mathbb{R}^n \to \mathbb{R}^{n \times m}$ are assumed to be known but the parameters themselves are assumed to be unknown. In detail, the unknown set of parameters will be described by $\varphi_J \in \Phi_J \subseteq \mathbb{R}^{n \times n}$, $\varphi_R \in \Phi_R \subseteq \mathbb{R}^{n \times n}$, $\varphi_G \in \Phi_G \subseteq \mathbb{R}^{n \times m}$ for the estimated interconnection matrix $\hat{J}(x[\varphi_J]) \in \mathbb{R}^{n \times n}$, $\hat{R}(x[\varphi_R]) \in \mathbb{R}^{n \times n}$ and $\hat{G}(x[\varphi_G]) \in \mathbb{R}^{n \times m}$ for the estimated I/O matrix $\hat{G}(x[\varphi_G]) \in \mathbb{R}^{n \times m}$.

**Problem Formulation:** Given a dataset of timestamps $\{t_i\}_{i=1}^N$ and noisy state observations with inputs, i.e., $\{x(t_i), u(t_i)\}_{i=1}^N$, learn a Hamiltonian $\hat{H}$ and parameters $\varphi_J, \varphi_R, \varphi_G$ for the estimated interconnection, dissipation, and I/O matrix, $J, R, G$, respectively, such that the observed data is described by the PHS
\[
\dot{x} = [\hat{J}(x) - \hat{R}(x)] \nabla_x \hat{H}(x) + \hat{G}(x)u. \tag{4}
\]

We assume that the data $\tilde{x}(t_i)$ is generated according to $x(t_i) = x(t_i) + \eta$ where $x(t)$ comes from some true PHS (3) with unknown $H$, unknown parameters of the matrices $J, R, G$, and the noise $\eta \in \mathbb{R}^n$ is distributed according to a zero-mean Gaussian $\eta \sim \mathcal{N}(0, \text{diag}([\sigma_1^2, \ldots, \sigma_n^2]))$ where the variances $\sigma_1^2, \ldots, \sigma_n^2 \in \mathbb{R}_{\geq 0}$ are unknown.

### III. GAUSSIAN PROCESS PORT-HAMILTONIAN SYSTEMS

In this section, we propose Gaussian process Port-Hamiltonian systems (GP-PHS) whose structure is visualized in Fig. 2. Starting with data of a physical system (on the left), we model the unknown Hamiltonian as nonparametric, probabilistic function. Additionally, unknown parameters of the interconnection matrix $J$, the dissipation matrix $R$ and the I/O matrix $G$ can be estimated exploiting the Bayesian nature of the GP. In contrast to parametric models our approach is beneficial in several ways. First, we do not rely on prior knowledge about the parametric structure of the Hamiltonian. For instance, instead of assuming a linear spring model and fitting Hooke’s spring constant based on data, the nonparametric structure of the GP allows to learn complex, nonlinear spring models.

Second, the Bayesian nature of the GP enables the model to represent all possible PHS under the Bayesian prior based on a finite number of data points. This is not only interesting from a model identification perspective, but this uncertainty quantification can also be explicitly useful for model-based control approaches. However, using a GP to learn the Hamiltonian raises three challenges: (i) The most straightforward application of GP regression, as presented in Section II-B, would require us to have pointwise evaluations of $H(x)$ but we do not have access to measurements of the Hamiltonian directly. (ii) The Hamiltonian only appears in the dynamics $\dot{x}$ after being differentiated and we have no direct measurements of $\dot{x}$. (iii) We need to find a kernel such that samples of the GP with this kernel always (or at least almost surely) result in physically correct PHS dynamics.

We address these challenges in the following section where we present the general structure of GP-PHS followed by the training and prediction process.

#### A. Modeling

First, we place a GP prior on the estimated Hamiltonian $\hat{H} \sim \mathcal{GP}(0, k(x, x'))$, where $k$ is the squared exponential kernel. This choice of the kernel results in sampled Hamiltonians which are smooth and possesses a universality property which allows us to approximate any continuous function with it, see [13]. To overcome the fact that state measurements depend only on the partial derivatives of the Hamiltonian and not on the Hamiltonian itself, we leverage the property that GPs are closed under affine operations. Thus, the partial derivative can be included in the GP. The system dynamics are given as an affine transformation of the Hamiltonian in the PH model (4), so we can introduce a modified GP prior on the state evolution of (4). Here, we introduce the new PHS kernel $k_{\text{phs}}: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^{n \times n}$ given by
\[
\begin{align*}
  k_{\text{phs}}(x, x') &= \sigma_J^2 \tilde{J}_R(x \mid \varphi_J, \varphi_R) \Pi_x(x, x') \tilde{J}_R^\top(x' \mid \varphi_J, \varphi_R) \\
  \Pi_{i,j}(x, x') &= \frac{\partial}{\partial x_i} \frac{\partial}{\partial x_j} \exp(-\|z - z'\|_2^2) \\
  &\big|_{z = x, z' = x'} \tag{5}
\end{align*}
\]
where $\Pi: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^{n \times n}$ describes the Hessian of the kernel and $\tilde{J}_R(x \mid \varphi_J, \varphi_R) = J(x \mid \varphi_J) - \tilde{R}(x \mid \varphi_R)$ is used for notational simplification. Note, that the PHS kernel (5) is a matrix kernel in as it maps to $\mathbb{R}^{n \times n}$ see [18]. The hyperparameters of $k_{\text{phs}}$ are the signal noise $\sigma_J \in \mathbb{R}_{>0}$, the lengthscales $\Lambda = \text{diag}(\ell_1^2, \ldots, \ell_n^2) \in \mathbb{R}_{>0}^n$, and the parameter vectors $\varphi_J, \varphi_R, \varphi_G$. Next, we prove that a GP with PHS kernel generates valid samples of a PHS with probability 1.
Proposition 1 Consider a vector field \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \) sampled from a GP equipped with the PHS kernel (5), i.e., \( f \sim \mathcal{G}(G(x), k_{phs}(x, x')) \). For all realizations of \( f \) in the sample space \( \Omega \), the dynamics
\[
\dot{x} = f(x, u, \omega), \quad \omega \in \Omega \\
y = G(x) \nabla_x \hat{H}(x, \omega), \quad (6)
\]
describe a Port-Hamiltonian system that is already purely passive with respect to the supply rate \( u^\top y \).

Proof: As we place a GP with squared exponential kernel \( k(x, x') = \sigma_f \exp(-\|x - x'\|^2_2) \) on the estimated Hamiltonian \( \hat{H} \), all realizations \( \hat{H}(x, \omega) \) with \( \omega \in \Omega \) are smooth functions in \( x \), see [13, Section 4.2]. Using the fact that every smooth function \( \hat{H} : \mathbb{R}^n \to \mathbb{R} \) defines a Port-Hamiltonian vector field under the affine transformation \( \hat{H} \to J_H \nabla_x \hat{H} + Gu \), see [19], all realizations \( \hat{H}(x, \omega) \) define Port-Hamiltonian vector fields.

To show passivity, we must first show that there exist a \( c_0 \in \mathbb{R} \) such that for almost all \( \omega \in \Omega, \hat{H}(x, \omega) \geq c_0 \), see [7]. This guarantees that infinite energy cannot be extracted from the system. As the mean and covariance of a GP with squared exponential kernel are bounded, see [20], the standard deviation metric \( d(x, x') = \text{var}(\hat{H}(x) - \hat{H}(x'))^{1/2} \) for all \( x, x' \in \mathbb{R}^n \) is totally bounded, and we get \( d(x, x') < c_1 \) for some \( c_1 > 0 \). This, together with the sample path continuity resulting from the squared exponential kernel allows us to appeal to the central limit theorem for stochastic processes, and conclude that \( \hat{H} \) is almost surely bounded, i.e. \( \mathbb{P}(\sup_{x \in \mathbb{R}^n} |\hat{H}| < \infty) = 1 \). Thus, we have shown that there exists a \( c_0 \in \mathbb{R} \) such that almost surely \( \hat{H} > c_0 \). Further, we can now consider the time-derivative of the sample Hamiltonian for a \( \omega \in \Omega \)
\[
\dot{\hat{H}}(x, \omega) = \nabla_x^\top \hat{H}(x, \omega) \dot{J}_H(x) \nabla_x \hat{H}(x, \omega) \\
+ \nabla_x^\top \hat{H}(x, \omega) \hat{G}(x) u \\
- \nabla_x^2 \hat{H}(x, \omega) \dot{R}(x) \nabla_x \hat{H}(x, \omega) + u^\top \dot{y} \geq u^\top y,
\]
where \( u^\top y \) is the supply rate. As the dissipation matrix \( \dot{\hat{R}} \) is positive semi-definite by definition, equation (7) can be simplified to \( \dot{\hat{H}}(x) \leq u^\top y \). Thus, the change in the system’s total energy \( \hat{H} \) is less the supply rate with the difference of the dissipation energy.

As consequence of Proposition 1, the PHS kernel allows us to build physically correct models in terms of conversation or dissipation of energy. To model more complex systems, we often wish to combine two or more PHS through an interconnection. It is known that the class of PHS are closed under such interconnections, see [21]. We will show that GP-PHS share the same characteristic.

Proposition 2 Consider two GP-PHS (6) described by \( \Sigma(J_1, R_1, H_1, G_1) \) with input dimension \( m_1 \in \mathbb{N} \) and \( \Sigma(J_2, R_2, H_2, G_2) \) with input dimension \( m_2 \in \mathbb{N} \), respectively. Let \( (u_1^t, y_1^t) \in \mathbb{R}^{m_1 \times m_1} \) and \( (u_2^t, y_2^t) \in \mathbb{R}^{m_2 \times m_2} \) be corresponding input/output pairs of dimension \( m \), with \( m \leq \min\{m_1, m_2\} \) for the connection of the two GP-PHS.

Then, the energy preserving interconnection \( u_1^t = y_2^t \) and \( u_2^t = y_1^t \) yields a GP-PHS.

Proof: First, we start with the definition of two GP-PHS. The first system is given by
\[
\dot{x} = \dot{J}_{R_1}(x) \nabla_x \hat{H}_1(x, \omega_1) + \hat{G}_1(x) u_1 \\
y_1 = \hat{G}_1(x) \nabla_x \hat{H}_1(x, \omega_1),
\]
with Hamiltonian \( \hat{H}_1 \sim \mathcal{G}(0, k(x, x')) \), state \( x \in \mathbb{R}^{n_1} \), sample \( \omega_1 \in \Omega, J_{R_1}(x) = J_1(x) - R_1(x) \), and input/output \( u_1, y_1 \in \mathbb{R}^{m_1} \). We separate the I/O matrix \( \hat{G}_1 \) into \( \hat{G}^e_1(x) \in \mathbb{R}^{n_1 \times m_{e_1}} \) and \( \hat{G}^{v_1}(x) \in \mathbb{R}^{n_1 \times m_{v_1}} \), such that \( \hat{G}(x) u_1 = \hat{G}^e_1 u_1^e + \hat{G}^{v_1} u_1^v \) with external input \( u_1^e \in \mathbb{R}^{m_{e_1}} \). The output for connection \( y_1^t \) is given by \( y_1^t = \hat{G}^e_1(x)^\top \nabla_x \hat{H}_1(x, \omega_1) \).

Analogously, the second system is defined by
\[
\dot{x} = \dot{J}_{R_2}(x) \nabla_x \hat{H}_2(x, \omega_2) + \hat{G}_2(x) u_2 \\
y_2 = \hat{G}_2(x) \nabla_x \hat{H}_2(x, \omega_2),
\]
with Hamiltonian \( \hat{H}_2 \sim \mathcal{G}(0, k(x, x')) \), state \( x \in \mathbb{R}^{n_{2}} \), sample \( \omega_2 \in \Omega, J_{R_2}(x) = J_2(x) - R_2(x), \) and input/output \( u_2, y_2 \in \mathbb{R}^{m_2} \). The I/O matrix \( \hat{G}_2 \) is separated into \( \hat{G}^e_2(x) \in \mathbb{R}^{n_{2} \times m_{e_2}} \) and \( \hat{G}^{v_2}(x) \in \mathbb{R}^{n_{2} \times m_{v_2}} \) such that \( \hat{G}(x) u_2 = \hat{G}^e_2 u_2^e + \hat{G}^{v_2} u_2^v \) with \( u_2^e \in \mathbb{R}^{m_{e_2}} \). The output for connection \( y_2^t \) is given by \( y_2^t = \hat{G}^e_2(x)^\top \nabla_x \hat{H}_2(x, \omega_2) \).

For the interconnection \( u_1^t = -y_2^t \) and \( u_2^t = y_1^t \), we get
\[
\dot{x} = \dot{J}_{R_1}(x) \nabla_x \hat{H}_1(x, \omega_1) - \dot{J}_{R_2}(x) \nabla_x \hat{H}_2(x, \omega_2) \\
+ \hat{G}_1(x)^\top \nabla_x \hat{H}_1(x, \omega_1) - \hat{G}_2(x)^\top \nabla_x \hat{H}_2(x, \omega_2)
\]
with \( \omega = [\omega_1, \omega_2]^\top \), \( J(x, \xi) = [J_1(x) - R_1(x), J_2(x) - R_2(x)] \), and \( G(x, \xi) = [G^e_1(x), G^{v_1}(x), G^e_2(x), G^{v_2}(x)]^\top \). In \( \mathbb{R}^n \). If we define the joint Hamiltonian, \( \hat{H} : \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \to \mathbb{R} \), as \( \hat{H}(x, \xi) = \hat{H}_1(x, \omega_1) + \hat{H}_2(x, \omega_2) \), then we see that
\[
\dot{\hat{H}} \sim \mathcal{G}(0, k_1(x, x') + k_2(\xi, \xi'))
\]
where \( k_1(x, x') = \sigma_{f,i} \exp(-\|x - x'\|^2_2) \) denotes the squared exponential kernel for \( i \in \{1, 2\} \) with hyperparameters \( \sigma_{f,1}, \sigma_{f,2} \in \mathbb{R}_{>0} \) and \( \Lambda_1 \in \mathbb{R}^{n_1 \times n_1}, \Lambda_2 \in \mathbb{R}^{n_2 \times n_2} \). Proposition 2 shows that the negative feedback interconnection of two GP-PHS lead to a GP-PHS again. This is in particular interesting for passivity-based control approaches as shown in, e.g., [22]. Next, we describe the learning and sampling procedure.

B. GP-PHS Training

As indicated in the problem formulation, we consider an observed system trajectory
\[
D = \{(t_1, x(t_1), u(t_1)), \ldots, (T_N, x(t_N), u(t_N))\}
\]
of the unknown dynamics (3) corresponding to measured inputs \( \{ u(t_1), \ldots, u(t_N) \} \), where \( N \) is the total number of training pairs consisting of a time \( t_i \) and a noisy state measurement \( \hat{x}(t_i) \). The first challenge we address is how to extract data of the form \( \{ x, \hat{x} \} \) from (8) so we may apply GP regression with the PHS kernel to learn the dynamics (4). To obtain the derivative \( \hat{x} \), we exploit again that GPs are closed under affine operations [23]. With a differentiable kernel \( k \), we learn \( n \) separated GPs on the training sets \( D_j = \{(t_j, \hat{x}(t_j))\}_{j=1,\ldots,n} \) with \( j = 1, \ldots, n \). Thus, one GP for each dimension \( j \) of the state \( x \in \mathbb{R}^n \) is trained. As in Section II-B, we define an input and output matrix by

\[
T = [t_1, \ldots, t_N] \in \mathbb{R}^{1 \times N}
\]
\[
\hat{X} = [\hat{x}(t_1), \ldots, \hat{x}(t_N)]^\top \in \mathbb{R}^{N \times n}.
\]

Using a differentiable kernel \( k \), we obtain the distribution for each element of the state derivative \( \hat{x}_j \) in \( \mathbb{R} \) by

\[
\begin{align*}
\mu(\hat{x}_j | t, D) &= k^{(1)}(t, T)^\top K^{-1} \hat{X}(:,j) \\
\text{var}(\hat{x}_j | t, D) &= k^{(2)}(t, T) = k^{(1)}(t, T)^\top K^{-1} k^{(1)}(t, T),
\end{align*}
\]

where \( K_{i,i'} = k(t_i, t_{i'}) + \delta(i, i') \sigma^2 \) for all \( i, i' \in \{1, \ldots, N\} \) with the delta function \( \delta(i, i') = 1 \) for \( i = i' \) and zero otherwise. The term \( k^{(1)}(t, T) \) denotes the derivative of the kernel function \( k \) with respect to the \( t \)-th argument, i.e.,

\[
k^{(1)}(t, T)_i = \frac{\partial}{\partial z} k(z, T_i) \big|_{z=t},
\]

and \( k^{(2)}(t, t) = \frac{\partial^2}{\partial z^2} k(z, z) \big|_{z=t} \) for \( i = 1, \ldots, N \). Further, an estimate of the state \( \hat{x}(t_i) \) based on the noisy state measurement \( \hat{x}(t_i) \) is obtained by standard GP regression

\[
\begin{align*}
\mu(x_j | t, D) &= k(t, T)^\top K^{-1} \hat{X}(:,j) \\
\text{var}(x_j | t, D) &= k(t, T) = k(t, T)^\top K^{-1} k(t, T),
\end{align*}
\]

and we can create a marginal likelihood (NLML) of the data.

The matrix \( K_{phs} \in \mathbb{R}^{nN \times nN} \) describes the covariance

\[
K_{phs} = \begin{bmatrix} k_{phs}(x_1, x_1) & \ldots & k_{phs}(x_1, x_N) \\ \vdots & \ddots & \vdots \\ k_{phs}(x_N, x_1) & \ldots & k_{phs}(x_N, x_N) \end{bmatrix} + I_n \text{var}(\hat{x} | t_1, D)
\]

based on the matrix kernel \( k_{phs} \) as shown in (5). We use the posterior variance \( \text{var}(\hat{x} | t_N, D) \) of the estimated state derivative \( \hat{x} \) as noise in the covariance matrix (12). This allows us to consider the uncertainty of the estimation in the modelling of the PHS. Then, we can compute the NLML

\[
-\log p(\hat{x} | \varphi, X) \approx \hat{x}_0^\top K_{phs}^{-1} \hat{x}_0 + \log |K_{phs}|,
\]

with the mean-adjusted output data \( \hat{x}_0 = [\hat{x}(t_1, D) - \hat{X}_0] \), \( \hat{X}_0 = x_0 \) the initial state estimate, \( \hat{X}_0 \) the posterior variance \( \text{var}(\hat{x} | t_N, D) \) of the estimated state derivative \( \hat{x} \) as noise in the covariance matrix (12). Finally, the unknown (hyper)parameters \( \varphi \) can be computed by minimizing the NLML (13) via, e.g., a gradient-based method as the gradient is analytically tractable.

C. Prediction

Once the GP model is trained, we can draw samples from the posterior distribution using the joint distribution with mean-adjusted output data at a test states \( x^* \in \mathbb{R}^n \)

\[
\left[ \hat{x}_0 \right]_{f(x^*)} = \mathcal{N} \left( 0, \begin{bmatrix} K_{phs} & k_{phs}(x_0, x^*) \\ k_{phs}(x^*, x_0) & k_{phs}(x^*, x^*) \end{bmatrix} \right),
\]

to obtain a vector field \( f \) for the GP-PHS model at these states. However, for numerical integration purposes we will need to be able to access this vector field at an arbitrary number of points at arbitrary locations. An appealing idea is to sample the vector field \( \hat{x} \) along a grid of points and interpolate between them to create a callable vector field function for an ode-solver. Unfortunately, we have no guarantee that this interpolation will produce a dynamics function that has a PH structure and respects the energy conservation/dissipation of the system.

To overcome this issue, we propose to sample the estimated Hamiltonian \( H \) itself and create an interpolation of \( H \) instead of the vector field \( f \). In this case, we can use the fact that \( X_0 \) and \( H \) are related through the linear transformation \( H \mapsto \tilde{H} \). In this case, we can use the fact that \( X_0 \) and \( H \) are related through the linear transformation \( H \mapsto \tilde{H} \).

\[
\hat{X}_0 \sim \mathcal{N} \left( 0, \begin{bmatrix} K_{phs} & k_{phs}(x_0, x^*) \\ k_{phs}(x^*, x_0) & k_{phs}(x^*, x^*) \end{bmatrix} \right),
\]

where the vector functions \( k_{phs}(x, x^*) \in \mathbb{R}^{nN+1} \) and \( k_{phs}(x, x^*) \in \mathbb{R} \) are constructed as shown in Section II-B by the kernels \( k_{phs}(x, x^*) = J_{phs}(x) \nabla x \hat{H}_H(x, x^*) \) and \( k_{phs}(x, x^*) = \sigma^2 \exp(-\|x - x^*\|^2/2) \).

We may then sample from the posterior of this distribution after conditioning on values of \( \hat{X}_0 \) to obtain values for \( H(x^*) \). After interpolating \( H \) along these points, the error of the interpolation will not affect the PHS properties as shown in the following.
Corollary 1 Consider a GP-PHS trained on the dataset (8) and a sampled Hamiltonian \( \hat{H}(\cdot, \omega) \) by (14) over a finite set \( X^* \subset \mathbb{R}^n \) with \( \omega \in \Omega \). Let \( H^*: \mathbb{R}^n \rightarrow \mathbb{R} \) be a smooth and bounded function approximator of \( \hat{H}(x^*, \omega) \). Then, \( \dot{x} = [J(x) - \hat{J}(x)] \nabla_x H^*(x) + \hat{G}(x)u, y = \hat{G}(x)^\top \nabla_x H^*(x) \) describes a Port-Hamiltonian system that is passive with respect to the supply rate \( u^\top y \).

Proof: The proof results from Proposition 1. □

As consequence, we can use any function approximator that generates smooth and bounded functions to interpolate between the state-discrete samples of \( \hat{H}(x^*, \omega) \) over all \( x^* \in X^* \). Possible approaches are spline interpolation \([25]\) or direct approximation of the GP posterior \([26], [27]\), among others. In Algorithm 1, we summarize the steps to achieve samples of a GP-PHS. The complexity of the algorithm is dominated by the cost of training the GP and the sampling of the Hamiltonian \( \hat{H} \), that is \( O(N^3 + N^2 n) \) with respect to the number \( N \) of training points and the dimension \( n \) of the state \( x \). The complexity can be reduced by inducing points methods, as in \([28]\), and efficient sampling strategies as in \([26]\). As data-driven method, the accuracy of GP-PHS typically increases with the number of training points \( N \). Thus, the choice of \( N \) is a trade-off between computational complexity and accuracy of the prediction. However, as shown in Corollary 1, the model output is physically plausible under all circumstances.

**IV. PROOF OF CONCEPT**

We consider the dynamics of an iron ball in the magnetic field of a controlled inductor

\[
\dot{x} = \begin{bmatrix}
0 & 1 & 0 \\
-1 & -c|x_2| & 0 \\
0 & 0 & -1/R
\end{bmatrix}
\begin{bmatrix}
\nabla_x H(x) + \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix} u
\end{bmatrix}
\tag{15}
\]

with the vertical position of the ball \( x_1 \), its momentum \( x_2 \) and the magnetic flux \( x_3 \). The electric resistance is assumed to be \( R = 0.1 \) and the drag coefficient \( c = 1 \). The Hamiltonian is given by \( H(x) = \frac{1}{2m} x_2^2 + \frac{1}{2} L x_3^2 \), with the mass of the ball \( m = 0.1 \), and the inductance \( L(x_1) = 1/(0.1 + x_1^2) \). Thus, the Hamiltonian establishes the coupling between the mechanical and electrical part of the system. For demonstration of learning the system (15) with GP-PHS, we assume that the true Hamiltonian \( H \) and the drag coefficient \( c \) are unknown. The training set \( \mathcal{D} \) consists of data recorded from a single trajectory with initial condition \( x_0 = [1, 0, 0]^\top \) and rectangular input signal \( u \) as shown in Fig. 3. From this trajectory, we collect every 0.05s a time/state data pair which leads to a dataset of 401 training points with additive measurement noise \( \mathcal{N}(0, 0.01^2) \). We use a GP with squared exponential kernel to create a dataset where we minimize the NLML. To obtain the GP-PHS model with the unknown drag parameter \( c = 1 \), we set \( \Phi_J = \mathbb{R}_+ \) and minimize the NLML, resulting in \( \varphi_J = 0.89 \) as estimate for \( c \). We sample 2142 equally distributed points for \( \hat{H} \) of the joint distribution (14) over the set \([-0.5, 2] \times [-0.2, 0.2] \times [-3, 5] \) and use spline interpolation to achieve \( \hat{H}^* \).

Figure 4 shows the sampling and simulation of five trajectories of the GP-PHS model. Note that we use here an
initial condition $x_0 = [0.5, 0.1, 0.5]^T$ and input function $u$ which was not seen before in the dataset $D$. As baseline comparison, we trained a GP function with squared exponential kernel as a direct mapping from $x \mapsto \dot{x}$ without using the underlying PH structure. To achieve a considerable performance, we had to train this naive GP model on a dataset with ten times as many samples as for the GP-PHS, using multiple trajectories with random initial states. However, this baseline approach still does not generalize well as visualized in Fig. 4, where the posterior mean of the trivial GP learning approach (dotted) cannot reproduce the true system behavior. In contrast, the realizations of the proposed GP-PHS generalize well for the new initial condition and input function. For the sake of completeness, we include a sample (red dotted) of a GP-PHS where the measurements are not corrupted by any noise.

Finally, the total energy of the GP-PHS samples are visualized in Fig. 5. All realizations of the GP-PHS represent physical plausible systems as the total energy is non-increasing for a zero input, i.e., for $t > 10s$.

![Fig. 5. The Hamiltonians (the total energy in the system) are decreasing over time for a zero input ($t > 10s$) such that all realizations represent a physical correct system behavior.](image)

**Conclusion**

In this paper, we introduce Gaussian process Port-Hamiltonian systems as a Bayesian learning approach for physical systems. The probabilistic nature of the model allows us to generate all possible realizations of a learned PHS under the GP prior based on a finite dataset. With the proposed PHS kernel, we prove that all realizations of the GP distribution respect the PHS structure. Finally, we show that GP-PHS share the interconnection property and passivity characteristic with PHS. A simulation highlights the superior behavior in contrast to trivial GP regression. In future work, we will develop energy based control strategies based on the proposed GP-PHS model.

**References**


