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Abstract—We present a framework to interpret signal temporal logic (STL) formulas over discrete-time stochastic processes in terms of the induced risk. Each realization of a stochastic process either satisfies or violates an STL formula. In fact, we can assign a robustness value to each realization that indicates how robustly this realization satisfies an STL formula. We then define the risk of a stochastic process not satisfying an STL formula robustly, referred to as the STL robustness risk. In our definition, we permit general classes of risk measures such as, but not limited to, the conditional value-at-risk. While in general hard to compute, we propose an approximation of the STL robustness risk. This approximation has the desirable property of being an upper bound of the STL robustness risk when the chosen risk measure is monotone, a property satisfied by most risk measures. Motivated by the interest in data-driven approaches, we present a sampling-based method for estimating the approximate STL robustness risk from data for the value-at-risk. While we consider the value-at-risk, we highlight that such sampling-based methods are viable for other risk measures.

I. INTRODUCTION

Consider the scenario in which an autonomous car equipped with noisy sensors navigates through urban traffic. As a consequence of imperfect sensing, the environment is not perfectly known. Instead, we can describe the scenario as a stochastic process that models each possible outcome along with the probability of an outcome. In this paper, we are interested in quantifying the associated risk in such safety-critical systems. In particular, we consider system specifications that are formulated in signal temporal logic (STL) [1] and, for the first time, propose a systematic way to assess the risk associated with such system specifications when evaluated over discrete-time stochastic processes.

Signal temporal logic has been introduced as a formalism to express a large variety of complex system specifications. STL particularly allows to express temporal and spatial system properties, e.g., surveillance (“visit regions A, B, and C every 10 – 60 sec”), safety (“always between 5 – 25 sec stay at least 1 m away from region D”), and many others. STL specifications are evaluated over deterministic signals and a given signal, for instance the trajectory of a robot, either satisfies or violates the STL specification at hand. Towards quantifying the robustness by which a signal satisfies an STL specification, the authors in [2] proposed the robustness degree as a tube around a nominal signal so that all signals in this tube satisfy (violate) the specification if the nominal signal satisfies (violates) the specification. In this way, the size of the tube indicates the robustness of the nominal signal with respect to the specification. As the robustness degree is in general hard to calculate, the authors in [2] proposed approximate yet easier to calculate robust semantics. Several other approximations have appeared such as the space and time robustness [3], the arithmetic-geometric mean robustness [4], the smooth cumulative robustness [5], averaged STL [6], or robustness metrics tailored for guiding reinforcement learning [7]. Also related is the work [8] where metrics for STL formulas are presented and [9] where a connection with linear time-invariant filtering is made.

For stochastic signals, the authors in [10]–[14] propose notions of probabilistic signal temporal logic in which chance constraints are defined over the atomic elements (called predicates) of STL, while the Boolean and temporal operators of STL are not altered. Similarly, notions of risk signal temporal logic have recently appeared in [15] and [16] by defining risk constraints over the atomic elements only. The work in [17] considers the probability of an STL specification being satisfied instead of applying chance or risk constraints on the atomic level. For the less expressive linear temporal logic, the authors in [18]–[20] consider control over belief spaces, while the authors in [21] consider probabilistic satisfaction over Markov decision processes. In contrast, in this work we quantify the risk of not satisfying an STL specification robustly. Probably closest to our paper are [22] and [23] in which the authors present a framework for the robustness of STL under stochastic models. Our work differs from these in several directions. Most importantly, we do not limit our attention to average satisfaction, termed average robustness degree and defined via the distribution of the approximate robustness degree. We instead allow for general risk measures towards an axiomatic risk theory for temporal logics. We also argue that the STL robustness risk should conceptually be defined differently than the average robustness degree in [22] and [23]. We further present an efficient way to reliably estimate the STL robustness risk for the value-at-risk.

The theory of risk has a long history in finance [24], [25]. More recently, there has been an interest to also apply such risk measures in robotics and control applications [26]. Risk-aware control and estimation frameworks have recently appeared in [27]–[34] using various forms of risk. We remark that these frameworks are orthogonal to our work as they present design tools while we provide a generic framework for quantifying the risk of complex system specifications expressed in STL. We hope that such quantification will be useful to guide the design and analysis process in the future.
In this paper, we consider signal temporal logic specifications interpreted over discrete-time stochastic processes. Our contributions can be summarized as follows:

1) We show that the semantics, the robust semantics, and the robustness degree of STL are measurable functions so that these functions are well-defined and have a probability distribution.

2) We define the risk of a discrete-time stochastic process not satisfying an STL specification robustly and refer to this definition as the “STL robustness risk”.

3) We argue that the robustness risk is in general hard to calculate and propose an approximation of the robustness risk that has the desirable property of being an upper bound of the STL robustness risk, i.e., more risk averse, if the risk measure is monotone.

4) We present a sampling-based estimate of the approximate robustness risk for the value-at-risk. We show that this estimate is an upper bound of the approximate robustness risk with high probability. We thereby establish an interesting connection between data-driven design approaches and the risk of an STL specification.

Sec. II presents background on STL, stochastic processes, and risk measures. In Sec. III, we define the STL robustness risk, while we show in Sec. IV how the approximate robustness risk can be estimated from data for the case of the value-at-risk. A case study is presented in Sec. V followed by conclusions in Sec. VI. An extended version of this paper containing all technical proofs can be found in [35].

II. BACKGROUND

True and false are encoded as $T := 1$ and $\bot := -1$, respectively, with the set $\mathbb{B} := \{T, \bot\}$. Let $\mathbb{R}$ and $\mathbb{N}$ be the set of real and natural numbers. Let $\mathbb{R}^n := \mathbb{R} \cup \{-\infty, \infty\}$ be the set of extended real numbers. Also let $\mathbb{R}_{\geq 0}$ be the set of non-negative real numbers and $\mathbb{R}^n$ be the real $n$-dimensional vector space. For a metric space $(S, d)$, a point $s \in S$, and a nonempty set $S' \subseteq S$, let $d(s, S') := \inf_{s' \in S'} d(s, s')$ be the distance of $s$ to $S'$. We use the extended definition of the supremum and infimum operators, i.e., the supremum of the empty set is the smallest element of the corresponding domain and the infimum of the empty set is the largest element of the domain. For $t \in \mathbb{R}$ and $I \subseteq \mathbb{R}$, let $t + I$ and $t \tau I$ denote the Minkowski sum and the Minkowski difference of $t$ and $I$, respectively. For $a, b \in \mathbb{R}$, let $\mathbb{I}(a \leq b) := \begin{cases} 1 & \text{if } a \leq b \\ 0 & \text{otherwise} \end{cases}$ be the indicator function. Let $\mathcal{T}(T, S)$ denote the set of all measurable functions mapping from the domain $T$ into the domain $S$, i.e., $f \in \mathcal{T}(T, S)$ is a function $f : T \to S$.

A. Signal Temporal Logic

Signal temporal logic [1] is based on deterministic signals $x : T \to \mathbb{R}^n$ where $T := \mathbb{N}$ is assumed throughout the paper. The atomic elements of STL are predicates that are functions $\mu : \mathbb{R}^n \to \mathbb{B}$. Let now $M$ be a set of such predicates $\mu$ and let us associate an observation map $O^\mu \subseteq \mathbb{R}^n$ with $\mu$. The observation map $O^\mu$ indicates regions where $\mu$ is true, i.e.,

$$O^\mu := \mu^{-1}(\top)$$

where $\mu^{-1}(\top)$ denotes the inverse image of $\top$ under $\mu$. We assume throughout the paper that the sets $O^\mu$ and $O^{\sim \mu}$ are non-empty and measurable for any $\mu \in M$, i.e., $O^\mu$ and $O^{\sim \mu}$ are elements of the Borel $\sigma$-algebra $\mathcal{B}^n$ of $\mathbb{R}^n$.

Remark 1: For convenience, the predicate $\mu$ is often defined via a predicate function $h : \mathbb{R}^n \to \mathbb{R}$ so that

$$\mu(\zeta) := \begin{cases} \top & \text{if } h(\zeta) \geq 0 \\ \bot & \text{otherwise} \end{cases}$$

for $\zeta \in \mathbb{R}^n$. In this case, we have $O^\mu = \{\zeta \in \mathbb{R}^n | h(\zeta) \geq 0\}$. For $\mu \in M$, the syntax of STL is defined as

$$\phi := \top | \mu | \neg \phi | \phi' \land \phi'' | \phi' U_1 \phi'' | \phi' \bar{U}_1 \phi''$$

(1)

where $\phi'$ and $\phi''$ are STL formulas and where $U_1$ is the future until operator with $I \subseteq \mathbb{R}_{\geq 0}$, while $\bar{U}_1$ is the past until-operator. The operators $\land$ and $\lor$ encode negations and conjunctions. Also define the set of operators

$$\phi' \lor \phi'' := \neg (\neg \phi' \land \neg \phi'') \quad \text{(disjunction operator),}$$
$$F_1 \phi := \top U_1 \phi \quad \text{(future eventually operator),}$$
$$E_1 \phi := \top \bar{U}_1 \phi \quad \text{(past eventually operator),}$$
$$G_1 \phi := \neg F_\infty \phi \quad \text{(future always operator),}$$
$$G_\infty \phi := \neg E_1 \phi \quad \text{(past always operator).}$$

1) Semantics: We give an STL formula $\phi$ as in (1) a meaning by the satisfaction function $\beta^\phi : \mathcal{T}(T, \mathbb{R}^n) \times \mathcal{T} \to \mathbb{B}$. In particular, $\beta^\phi(x, t) = \top$ indicates that the signal $x$ satisfies $\phi$ at time $t$, while $\beta^\phi(x, t) = \bot$ indicates that $x$ does not satisfy $\phi$ at time $t$. For a formal definition of $\beta^\phi(x, t)$, we refer to [35, Appendix A]. An STL formula $\phi$ is said to be satisfiable if $\exists x \in \mathcal{T}(T, \mathbb{R}^n)$ such that $\beta^\phi(x, 0) = \top$.

Example 1: Consider a scenario in which a robot operates in a hospital environment. The robot needs to perform two time-critical sequential delivery tasks in regions $A$ and $B$ while avoiding areas $C$ and $D$. In particular, consider

$$\phi := G_{[0, 3]}(\neg \mu_C \land \neg \mu_D) \lor F_{[1, 2]}(\mu_A \land F_{[0, 1]} \mu_B).$$

(2)

To define $\mu_A, \mu_B, \mu_C,$ and $\mu_D$, let $a, b, c,$ and $d$ denote the midpoints of the regions $A, B, C,$ and $D$ as

$$a := [4 \quad 5]^T, \quad b := [7 \quad 2]^T, \quad c := [2 \quad 3]^T, \quad d := [6 \quad 4]^T.$$

Define the state at time $t$ as $x(t) := [r(t) \quad a \quad b \quad c \quad d]^T \in \mathbb{R}^{10}$ where $r(t)$ is the robot position. The predicates $\mu_A, \mu_B, \mu_C,$ and $\mu_D$ are now described by the observation maps

$$O^{\mu_A} := \{x \in \mathbb{R}^{10} | ||r - a||_{\infty} < 0.5\},$$
$$O^{\mu_B} := \{x \in \mathbb{R}^{10} | ||r - b||_{2} < 0.7\},$$
$$O^{\mu_C} := \{x \in \mathbb{R}^{10} | ||r - c||_{\infty} < 0.5\},$$
$$O^{\mu_D} := \{x \in \mathbb{R}^{10} | ||r - d||_{2} < 0.7\}.$$

where $\cdot$ is the Euclidean and $\cdot_{\infty}$ is the infinity norm. In Fig. 1, six different robot trajectories $r_1 \ldots r_6$ are displayed.
We omit the exact timings associated with $r_1 \cdots r_6$ in Fig. 1 for readability. However, it can be seen that the signal $x_1$ that corresponds to $r_1$ violates $\phi$ as the region $D$ is entered, while $x_2 \cdots x_6$ satisfy $\phi$. In other words, we have $\beta^\phi(x_1,0) = \perp$ and $\beta^\phi(x_j,0) = \top$ for all $j \in \{2, \ldots, 6\}$.

2) Robustness: One may additionally be interested in the robustness by which $x$ satisfies $\phi$ at time $t$. For this purpose, the robustness degree has been introduced in [2, Definition 7]. Define the set of signals that satisfy $\phi$ at time $t$ as

$$L^\phi(t) := \{ x \in \mathcal{F}(T, \mathbb{R}^n) | \beta^\phi(x,t) = \top \}.$$ 

Let us next define the signal metric

$$\kappa(x,x^*) := d(x(t),x^*(t))$$

where $d : \mathbb{R}^n \times \mathbb{R}^n \to [0, \infty)$ is a metric, e.g., the Euclidean distance between two points in $\mathbb{R}^n$. The distance of $x$ to the set $L^\phi(t)$ is then defined via the metric $\kappa$ as

$$\text{dist}^\phi(x,t) := \kappa(x, \text{cl}(L^\phi(t))) := \inf_{x^* \in \text{cl}(L^\phi(t))} \kappa(x,x^*),$$

where $\text{cl}(L^\phi(t))$ denotes the closure of $L^\phi(t)$.

Definition 1 (Robustness Degree): Given an STL formula $\phi$ and a signal $x \in \mathcal{F}(T, \mathbb{R}^n)$, the robustness degree at time $t$ is defined as [2, Definition 7]:

$$\mathcal{R}D^\phi(x,t) := \begin{cases} \text{dist}^\phi(x,t) & \text{if } x \in L^\phi(t) \\ -\text{dist}^\phi(x,t) & \text{if } x \notin L^\phi(t). \end{cases}$$

Intuitively, the robustness degree tells us how much the signal $x$ can be perturbed by additive noise before changing the Boolean truth value of the specification $\phi$. If $|\mathcal{R}D^\phi(x,t)| \neq 0$ and $x \in L^\phi(t)$, all signals $x^* \in \mathcal{F}(T, \mathbb{R}^n)$ with $\kappa(x,x^*) < |\mathcal{R}D^\phi(x,t)|$ satisfy $x^* \in L^\phi(t)$.

The robustness degree is a robust neighborhood. A robust neighborhood of $x$ is a tube of diameter $\epsilon \geq 0$ around $x$ so that for all $x^*$ in this tube we have $\beta^\phi(x,t) = \beta^\phi(x^*,t)$. Specifically, for $\epsilon \geq 0$ and $x : T \to \mathbb{R}^n$ with $x \in L^\phi(t)$, a set $\{ x^* \in \mathcal{F}(T, \mathbb{R}^n) | \kappa(x,x^*) < \epsilon \}$ is a robust neighborhood if $x^* \in \{ x^* \in \mathcal{F}(T, \mathbb{R}^n) | \kappa(x,x^*) < \epsilon \}$ implies $x^* \in L^\phi(t)$.

3) Robust Semantics: In general, it is difficult to calculate the robustness degree $\mathcal{R}D^\phi(x,t)$ as the set $L^\phi(t)$ is hard to calculate. The authors in [2] introduce the robust semantics $\rho^\phi : \mathcal{F}(T, \mathbb{R}^n) \times T \to \mathbb{R}$ as an alternative way of finding a robust neighborhood.

Definition 2 (STL Robust Semantics): For a signal $x : T \to \mathbb{R}^n$, the robust semantics $\rho^\phi(x,t)$ of an STL formula $\phi$ are inductively defined as

$$\rho^\phi(x,t) := \begin{cases} \text{dist}^\phi(x,t) & \text{if } x \in L^\phi(t) \\ -\text{dist}^\phi(x,t) & \text{otherwise}, \end{cases}$$

$$\rho^\phi(x,t) := -\rho^\phi(x,t),$$

$$\rho^\phi(x,t) := \min(\rho^\phi(x,t), \rho^\phi(x,t)), \rho^\phi(x,t) := \sup_{t' \in \text{cl}(T) \cap T} (\min(\rho^\phi(x,t'), \rho^\phi(x,t))),$$

$$\rho^\phi(x,t) := \sup_{t' \in \text{cl}(T) \cap T} (\min(\rho^\phi(x,t'), \rho^\phi(x,t'))).$$

Importantly, it was shown in [2, Theorem 30] that

$$-\text{dist}^\phi(x,t) \leq \rho^\phi(x,t) \leq \text{dist}^\phi(x,t).$$

so that $|\rho^\phi(x,t)| \leq |\mathcal{R}D^\phi(x,t)|$. The robust semantics $\rho^\phi(x,t)$ hence provide a more tractable under-approximation of the robustness degree $\mathcal{R}D^\phi(x,t)$. The robust semantics are sound in the sense that $\beta^\phi(x,t) = \top$ if $\rho^\phi(x,t) > 0$ and $\beta^\phi(x,t) = \perp$ if $\rho^\phi(x,t) < 0$ [2, Proposition 30].

Example 2: For Example 1 and the trajectories shown in Fig. 1, we obtain $\rho^\phi(x_1,0) = -0.15$, $\rho^\phi(x_2,0) = 0.01$, and $\rho^\phi(x_3,0) = 0.25$ for all $j \in \{3, \ldots, 6\}$ when choosing $d(\cdot)$ as the Euclidean distance. The reason for $x_1$ having negative robustness lies in $r_1$ intersecting with the region $D$. Marginal robustness of $x_2$ is explained as $r_2$ only marginally avoids the region $D$ while all other trajectories avoid $D$ robustly.

B. Random Variables and Stochastic Processes

Instead of interpreting an STL specifications $\phi$ over deterministic signals, we will interpret $\phi$ over stochastic processes. Consider therefore the probability space $(\Omega, \mathcal{F}, P)$ where $\Omega$ is the sample space, $\mathcal{F}$ is a $\sigma$-algebra of $\Omega$, and $P : \mathcal{F} \to [0,1]$ is a probability measure. More intuitively, an element in $\Omega$ is an outcome of an experiment, while an element in $\mathcal{F}$ is an event that consists of one or more outcomes whose probabilities can be measured by the probability measure $P$.

1) Random Variables: Let $Z$ denote a real-valued random vector, i.e., a measurable function $Z : \Omega \to \mathbb{R}^n$. When $n = 1$, we say $Z$ is a random variable. We refer to $Z(\omega)$ as a realization of the random vector $Z$ where $\omega \in \Omega$. Since $Z$ is a measurable function, a distribution can be assigned to $Z$.

More precisely, we have $Z : \Omega \times \mathcal{F} \to \mathbb{R}^n \times \mathcal{B}^n$ where $\mathcal{B}^n$ is the Borel $\sigma$-algebra of $\mathbb{R}^n$, i.e., $Z$ maps a measurable space to yet another measurable space. For convenience, this more involved notation is, however, omitted.
and a cumulative distribution function (CDF) \(F_Z(z)\) can be defined for \(Z\) (see [35, Appendix B]).

Given a random vector \(Z\), we can derive other random variables that we call derived random variables. Assume for instance a measurable function \(g : \mathbb{R}^n \rightarrow \mathbb{R}\) and notice that \(G : \Omega \rightarrow \mathbb{R}\) with \(G(\omega) := g(Z(\omega))\) becomes yet another random variable since function composition preserves measurability. See [36] for a more detailed discussion.

2) Stochastic Processes: A stochastic process is a function of the variables \(\omega \in \Omega\) and \(t \in T\) where \(T\) is the time domain. Recall that the time domain is discrete, i.e., \(T := \mathbb{N}\), so that we consider discrete-time stochastic processes. This assumption is made for simplicity. The presented results carry over, with some modifications, to the continuous-time case that we defer to another paper. A stochastic process is now a function \(X : T \times \Omega \rightarrow \mathbb{R}^n\) where \(X(t, .)\) is a random vector for each fixed \(t \in T\). A stochastic process can be viewed as a collection of random vectors \(\{X(t, .) | t \in T\}\) that are defined on a common probability space \((\Omega, F, P)\) and that are indexed by \(T\). For a fixed \(\omega \in \Omega\), the function \(X(\cdot, \omega)\) is a realization of the stochastic process. Another equivalent definition is that a stochastic process is a collection of deterministic functions of time

\[
\{X(\cdot, \omega) | \omega \in \Omega\}
\]

that are indexed by \(\Omega\). While the former definition is intuitive, the latter allows to define a random function mapping from the sample space \(\Omega\) into the space of functions \(\mathcal{F}(T, \mathbb{R}^n)\).

C. Risk Measures

A risk measure is a function \(R : \mathcal{F}(\Omega, \mathbb{R}) \rightarrow \mathbb{R}\) that maps from the set of real-valued random variables to the real numbers. In particular, we refer to the input of a risk measure \(R\) as the cost random variable since typically a cost is associated with the input of \(R\). Risk measures hence allow for a risk assessment in terms of such cost random variables. Commonly used risk measures are the expected value, the variance, or the conditional value-at-risk [24]. A particular property of \(R\) that we need in this paper is monotonicity. For two cost random variables \(Z, Z' \in \mathcal{F}(\Omega, \mathbb{R})\), the risk measure \(R\) is monotone if \(Z(\omega) \leq Z'(\omega)\) for all \(\omega \in \Omega\) implies that \(R(Z) \leq R(Z')\).

Remark 2: In [35, Appendix C], we summarize other desirable properties of \(R\) such as translation invariance, positive homogeneity, subadditivity, and law invariance. We also provide a summary of existing risk measures. We emphasize that our presented method is compatible with any of these risk measures as long as they are monotone.

III. RISK OF STL SPECIFICATIONS

While an STL formula \(\phi\) as defined in Section II-A is defined over deterministic signals \(x\), we will interpret \(\phi\) over a stochastic process \(X\) as defined in Section II-B.

For a particular realization \(X(\cdot, \omega)\) of the stochastic process \(X\), we can evaluate whether or not \(X(\cdot, \omega)\) satisfies \(\phi\). For the stochastic process \(X\), however, it is not clear how to interpret the satisfaction of \(\phi\) by \(X\). In fact, some realizations of \(X\) may satisfy \(\phi\) while some other realizations of \(X\) may violate \(\phi\). To bridge this gap, we use risk measures as introduced in Section II-C to argue about the risk of the stochastic process \(X\) not satisfying the specification \(\phi\).

Before going into the main parts of this paper, we remark that all important symbols that have been or will be introduced are summarized in Table I.

A. Measurability of STL Semantics and Robustness Degree

Note that the semantics and the robust semantics as well as the robustness degree become stochastic entities when evaluated over a stochastic process \(X\), i.e., the functions \(\beta^0(X, t)\), \(\rho^0(X, t)\), and \(RD^0(X, t)\) become stochastic entities. We first provide conditions under which \(\beta^0(X, t)\) and \(\rho^0(X, t)\) become (derived) random variables, which boils down to showing that \(\beta^0(X(\cdot, \omega), t)\) and \(\rho^0(X(\cdot, \omega), t)\) are measurable in \(\omega\) for a fixed \(t \in T\).

Theorem 1: Let \(X\) be a discrete-time stochastic process and let \(\phi\) be an STL specification. Then \(\beta^0(X(\cdot, \omega), t)\) and \(\rho^0(X(\cdot, \omega), t)\) are measurable in \(\omega\) for a fixed \(t \in T\) so that \(\beta^0(X, t)\) and \(\rho^0(X, t)\) are random variables.

By Theorem 1, the probabilities \(P(\beta^0(X, t) \in B)\) and \(P(\rho^0(X, t) \in B)^2\) are well defined for measurable sets \(B\) from the corresponding measurable space.

We next show measurability of the distance function \(\text{dist}^0(X(\cdot, \omega), t)\) and the robustness degree \(RD^0(X(\cdot, \omega), t)\).

Theorem 2: Let \(X\) be a discrete-time stochastic process and let \(\phi\) be an STL specification. Then \(\text{dist}^0(X(\cdot, \omega), t)\) and \(RD^0(X(\cdot, \omega), t)\) are measurable in \(\omega\) for a fixed \(t \in T\) so that \(\text{dist}^0(X, t)\) and \(RD^0(X, t)\) are random variables.

B. The STL Robustness Risk

Towards defining the risk of not satisfying a specification \(\phi\), note that the expression \(R(\beta^0(X, t) = \bot)\) is not well defined as opposed to \(P(\beta^0(X, t) = \bot)\) that indicates the probability of not satisfying \(\phi\). The reason for this is that the function \(R\) takes a real-valued cost random variable as its input. We can instead evaluate \(R(\beta^0(X, t))\), but not much information will be gained due to the binary encoding of the STL semantics \(\beta^0(X, t)\).

1) The risk of not satisfying \(\phi\) robustly: Instead, we will define the risk of the stochastic process \(X\) not satisfying \(\phi\) robustly by considering \(\text{dist}^{-\phi}(X, t)\). As shown, \(\text{dist}^{-\phi}(X, t)\) is a random variable indicating the distance between realizations of the stochastic process and the set of signals \(\mathcal{L}^{-\phi}(t)\) that violate \(\phi\). We refer to the following definition as the STL robustness risk for brevity.

Definition 3 (STL Robustness Risk): Given an STL formula \(\phi\) and a stochastic process \(X : T \times \Omega \rightarrow \mathbb{R}^n\), the risk of \(X\) not satisfying \(\phi\) robustly at time \(t\) is defined as

\[R(\text{dist}^{-\phi}(X, t)).\]

Fig. 2 illustrates the idea underlying Definition 3 and shows \(\text{dist}^{-\phi}(X(\cdot, \omega), t)\) for realizations \(X(\cdot, \omega)\) of the

---

"We use the shorthand notations \(P(\beta^0(X, t) \in B)\) and \(P(\rho^0(X, t) \in B)\) instead of the more complex notations \(P(\omega \in \Omega | \beta^0(X(\cdot, \omega), t) \in B)\) and \(P(\omega \in \Omega | \rho^0(X(\cdot, \omega), t) \in B)\), respectively."
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>Deterministic signal $x: T \rightarrow \mathbb{R}^n$</td>
</tr>
<tr>
<td>$\beta^\phi(x,t)$</td>
<td>Boolean semantics $\beta^\phi: \mathcal{F}(T,\mathbb{R}^n) \times T \rightarrow \mathbb{R}$ of an STL formula $\phi$</td>
</tr>
<tr>
<td>$L^\phi(t)$</td>
<td>Set of deterministic signals $x$ that satisfy $\phi$ at time $t$</td>
</tr>
<tr>
<td>$\text{dist}^\phi(x,t)$</td>
<td>Distance of the signal $x$ to the set $L^\phi(t)$</td>
</tr>
<tr>
<td>$\mathcal{RD}^\phi(x,t)$</td>
<td>Robustness degree $\mathcal{RD}^\phi: \mathcal{F}(T,\mathbb{R}^n) \times T \rightarrow \mathbb{R}$ of an STL formula $\phi$</td>
</tr>
<tr>
<td>$\rho^\phi(x,t)$</td>
<td>Robust semantics $\rho^\phi: \mathcal{F}(T,\mathbb{R}^n) \times T \rightarrow \mathbb{R}$ of an STL formula $\phi$</td>
</tr>
<tr>
<td>$X$</td>
<td>Stochastic Process $X: T \times \Omega \rightarrow \mathbb{R}^n$</td>
</tr>
<tr>
<td>$R(-\text{dist}^\phi(X,t))$</td>
<td>The STL robustness risk, i.e., the risk of the stochastic process $X$ not satisfying the STL formula $\phi$ robustly at time $t$</td>
</tr>
<tr>
<td>$R(-\rho^\phi(X,t))$</td>
<td>The approximate STL robustness risk</td>
</tr>
</tbody>
</table>

TABLE I: Summary of robustness and risk notions for signal temporal logic.

stochastic process $X$ where $\omega_i \in \Omega$, i.e., $\text{dist}^\phi(X(\cdot,\omega_i), t)$ is the distance between the realization $X(\cdot,\omega_i)$ and the set $L^\phi(t)$. Positive values of $\text{dist}^\phi(X(\cdot,\omega_i), t)$ indicate that the realization $X(\cdot,\omega_i)$ satisfies $\phi$ at time $t$, while the value zero indicates that the realization $X(\cdot,\omega_i)$ either marginally satisfies $\phi$ at time $t$ or does not satisfy $\phi$ at time $t$. Furthermore, large positive values of $\text{dist}^\phi(X(\cdot,\omega_i), t)$ indicate robust satisfaction and are hence desirable. This is the reason why $-\text{dist}^\phi(X, t)$ is considered in Definition 3 as the cost random variable. To complement Fig. 2, note that the red curve sketches a possible distribution of $X$ and hence the probability by which a realization occurs. Note that the robustness degree of the corresponding realizations in Fig. 2 would be $\mathcal{RD}^\phi(X(\cdot,\omega_1), t) < 0$, $\mathcal{RD}^\phi(X(\cdot,\omega_2), t) = 1$, $\mathcal{RD}^\phi(X(\cdot,\omega_3), t) = 2$, and $\mathcal{RD}^\phi(X(\cdot,\omega_4), t) = 3$.

Example 3: Consider the value-at-risk at level $\beta := 0.95$ (see [35, Appendix C]), which is also known as the $1-\beta$ risk quantile. Assume that we obtained $\mathbb{V}aR_\beta(-\text{dist}^\phi(X, t)) = -1$ for a given stochastic process $X$ and a given STL formula $\phi$. The interpretation is now that with a probability of 0.05 the robustness $\text{dist}^\phi(X, t)$ is smaller than (or equal to) $|\mathbb{V}aR_\beta(-\text{dist}^\phi(X, t))| = 1$. Or in other words, with a probability of 0.95, the robustness $\text{dist}^\phi(X, t)$ is greater than $|\mathbb{V}aR_\beta(-\text{dist}^\phi(X, t))| = 1$.

Remark 3: An alternative to Definition 3 would be to consider $R(-\mathcal{RD}^\phi(X, t))$ instead of $R(-\text{dist}^\phi(X, t))$. We, however, refrain from such a definition since the meaning of $\mathcal{RD}^\phi(X(\cdot,\omega_i), t)$ for realizations $\omega_i \in \Omega$ with $\mathcal{RD}^\phi(X(\cdot,\omega_i), t) < 0$ is not what we aim for here. In particular, when $\mathcal{RD}^\phi(X(\cdot,\omega_i), t) < 0$ we have that $\mathcal{RD}^\phi(X(\cdot,\omega_i), t) = -\text{dist}^\phi(X, t)$. In this case, $|\mathcal{RD}^\phi(X(\cdot,\omega_i), t)|$ indicates the robustness by which $X(\cdot,\omega_i)$ satisfies $\neg \phi$, while we are interested in the opposite.

Unfortunately, the risk of not satisfying $\phi$ robustly, i.e., $R(-\text{dist}^\phi(X, t))$, can in most of the cases not be computed. Instead, we will focus on $R(-\rho^\phi(X, t))$ as an approximate risk of not satisfying $\phi$ robustly, i.e., the approximate STL robustness risk. We next show that this approximation has the desirable property of being an over-approximation.

2) Approximating the risk of not satisfying $\phi$ robustly: A desirable property, which we will show to hold, is that $R(-\rho^\phi(X, t))$ over-approximates $R(-\text{dist}^\phi(X, t))$ so that $R(-\rho^\phi(X, t))$ is more risk-aware than $R(-\text{dist}^\phi(X, t))$, i.e., that it holds that $R(-\text{dist}^\phi(X, t)) \leq R(-\rho^\phi(X, t))$.

Theorem 3: Let $R$ be a monotone risk measure. Then it holds that $R(-\text{dist}^\phi(X, t)) \leq R(-\rho^\phi(X, t))$.

This indeed enables us to use $R(-\rho^\phi(X, t))$ instead of $R(-\text{dist}^\phi(X, t))$. For two stochastic processes $X_1$ and $X_2$, note that $R(-\rho^\phi(X_1, t)) \leq R(-\rho^\phi(X_2, t))$ means that $X_1$ has less risk than $X_2$ with respect to the specification $\phi$.

Oftentimes, one may be interested in associating a monetary cost with $\text{dist}^\phi(X, t)$ that reflects the severity of an event with low robustness. One may hence want to assign high costs to low robustness and low costs to high robustness. Let us define an increasing cost function $C: \mathbb{R} \rightarrow \mathbb{R}$ that reflects this preference.

Corollary 1: Let $R$ be a monotone risk measure and $C$ be an increasing cost function. Then it holds that $R(C(-\text{dist}^\phi(X, t))) \leq R(C(-\rho^\phi(X, t)))$.

IV. DATA-DRIVEN ESTIMATION OF THE STL ROBUSTNESS RISK

There are two main challenges in computing the approximate STL robustness risk. First, note that calculation of $R(-\rho^\phi(X, t))$ requires knowledge of the CDF of $\rho^\phi(X, t)$ no matter what the choice of the risk measure $R$ will be. However, the CDF of $\rho^\phi(X, t)$ is not known (only the CDF of $X$ is known) and deriving the CDF of $\rho^\phi(X, t)$ is often not possible. Second, calculating $R(-\rho^\phi(X, t))$ may involve solving high dimensional integrals.

In this paper, we assume a data-driven setting where realizations $X_i$ of the stochastic process $X$ are observed, e.g., obtained from experiments, and where not even the CDF
of $X$ is known. We present a data-driven sample average approximation $\mathbb{R}(−\rho^\phi(X^i,t))$ of $R(−\rho^\phi(X,t))$ for the value-at-risk and show that this approximation has the favorable property of being an upper bound to $R(−\rho^\phi(X,t))$, i.e.,

$$R(−\rho^\phi(X,t)) \leq \mathbb{R}(−\rho^\phi(X^i,t))$$

with high probability.

A. Sample Average Approximation of the Value-at-Risk (VaR)

Let us obtain a sample average approximation of the value-at-risk (VaR) and define for convenience the random variable

$$Z := −\rho^\phi(X,t).$$

For further convenience, let us define the tuple

$$Z := (Z^1, \ldots, Z^N)$$

where $Z^i := −\rho^\phi(X^i,t)$ and where $X^1, \ldots, X^N$ are $N$ independent copies of $X$. Consequently, all $Z^i$ are independent and identically distributed.

For a risk level of $\beta \in (0, 1)$, the VaR of $Z$ is given by

$$VaR_\beta(Z) := \inf \{\alpha \in \mathbb{R} | F_Z(\alpha) \geq \beta\}$$

where we recall that $F_Z$ is the CDF of $Z$. To estimate $F_Z(\alpha)$, define the empirical CDF

$$\hat{F}(\alpha, Z) := \frac{1}{N} \sum_{i=1}^{N} \mathbb{1}(Z^i \leq \alpha)$$

where we recall that $\mathbb{1}$ denotes the indicator function. Let $\delta \in (0, 1)$ be a probability threshold. Inspired by [37] and [38], we calculate an upper bound of $VaR_\beta(Z)$ as

$$\overline{VaR}_\beta(Z, \delta) := \inf \{\alpha \in \mathbb{R} | \hat{F}(\alpha, Z) - \frac{\ln(2/\delta)}{2N} \geq \beta\}$$

and a lower bound as

$$\underline{VaR}_\beta(Z, \delta) := \inf \{\alpha \in \mathbb{R} | \hat{F}(\alpha, Z) + \frac{\ln(2/\delta)}{2N} \geq \beta\}$$

where we recall that $\inf \emptyset = \infty$, for $\emptyset$ being the empty set, due to the extended definition of the infimum operator. We next show that $\overline{VaR}_\beta(Z, \delta)$ is an upper bound of $VaR_\beta(Z)$ with a probability of at least $1 - \delta$.

**Theorem 4:** Let $\delta \in (0, 1)$ be a probability threshold and $\beta \in (0, 1)$ be a risk level. Let $\overline{VaR}_\beta(Z, \delta)$ and $\underline{VaR}_\beta(Z, \delta)$ be based on $Z$ that are $N$ independent copies of $Z$. With probability of at least $1 - \delta$, it holds that

$$VaR_\beta(Z, \delta) \leq \overline{VaR}_\beta(Z) \leq \underline{VaR}_\beta(Z, \delta).$$

**Remark 4:** Upper and lower bounds for other risk measures than the value-at-risk can often be derived. For the expected value $E(−\rho^\phi(X,t))$, concentration inequalities for the sample average approximation of $E(−\rho^\phi(X,t))$ can be obtained by applying Hoeffding’s inequality when $\rho^\phi(X,t)$ is bounded. For the conditional value-at-risk $CVaR(−\rho^\phi(X,t))$, concentration inequalities are presented in [39]–[42]. We plan to address this in future work.

V. CASE STUDY

We continue with the case study presented in Example 1. Now, however, the environment is uncertain as the regions $C$ and $D$ in which humans operate are not exactly known. Let therefore $c$ and $d$ be Gaussian random vectors as

$$c \sim \mathcal{N}(\left[\frac{2}{3}, \frac{0.125}{0.125}\right]),$$

$$d \sim \mathcal{N}(\left[\frac{6}{4}, \frac{0.125}{0.125}\right]),$$

where $\mathcal{N}$ denotes a multivariable Gaussian distribution with according mean vector and covariance matrix.

Consequently, the signals $x_1$–$x_6$ become stochastic processes denoted by $X_1$–$X_6$. Our goal is now to calculate

$$\overline{VaR}_\beta(−\rho^\phi(X_j^1,t), \ldots, −\rho^\phi(X_j^N,t), A, \delta)$$

for each $j \in \{1, \ldots, 6\}$ to compare the risk between the six robot trajectories $r_1$–$r_6$. We set $\delta := 0.001$ and $N := 6500$. For different $\beta$, the resulting $\overline{VaR}_\beta$ are shown in the following table.

<table>
<thead>
<tr>
<th>$j$</th>
<th>$\beta$</th>
<th>0.9</th>
<th>0.925</th>
<th>0.95</th>
<th>0.975</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.336</td>
<td>0.363</td>
<td>0.395</td>
<td>0.539</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.162</td>
<td>0.187</td>
<td>0.220</td>
<td>0.336</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-0.17</td>
<td>-0.152</td>
<td>-0.121</td>
<td>-0.008</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.249</td>
<td>-0.249</td>
<td>-0.249</td>
<td>-0.19</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-0.25</td>
<td>-0.25</td>
<td>-0.25</td>
<td>-0.149</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-0.249</td>
<td>-0.249</td>
<td>-0.249</td>
<td>-0.249</td>
<td></td>
</tr>
</tbody>
</table>

Across all $\beta$, the table indicates that trajectories $r_1$ and $r_2$ are not favorable in terms of the induced STL robustness risk. Trajectory $r_3$ is better compared to trajectories $r_1$ and $r_2$, but worse than $r_4$–$r_6$ in terms of the robustness risk of $\phi$. For trajectories $r_4$–$r_6$, note that a $\beta$ of 0.9, 0.925, and 0.95 provides the information that the trajectories have roughly the same robustness risk. However, once the risk level $\beta$ is increased to 0.975, it becomes clear that $r_6$ is preferable over $r_4$ that is again preferable over $r_5$. This matches with what one would expect by closer inspection of Fig. 1.

VI. CONCLUSION

We defined the risk of a stochastic process not satisfying a signal temporal logic specification robustly which we referred to as the “STL robustness risk”. We also presented an approximation of the STL robustness risk that is an upper bound of the STL robustness risk when the used risk measure is monotone. For the case of the value-at-risk, we presented a data-driven method to estimate the approximate STL robustness risk.
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