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Abstract

Many modern dynamical systems, such as smart grids and traffic networks, rely on user data for efficient operation. These data often contain sensitive information that the participating users do not wish to reveal to the public. One major challenge is to protect the privacy of participating users when utilizing user data. Over the past decade, differential privacy has emerged as a mathematically rigorous approach that provides strong privacy guarantees. In particular, differential privacy has several useful properties, including resistance to both postprocessing and the use of side information by adversaries. Although differential privacy was first proposed for static-database applications, this review focuses on its use in the context of control systems, in which the data under processing often take the form of data streams. Through two major applications—filtering and optimization algorithms—we illustrate the use of mathematical tools from control and optimization to convert a nonprivate algorithm to its private counterpart. These tools also enable us to quantify the trade-offs between privacy and system performance.
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1. INTRODUCTION

With advances in real-time computing and sensor technology, a growing number of dynamical systems have begun to utilize user data for more efficient operation. For example, utility companies are now able to collect nearly real-time power consumption data from individual households through advanced metering infrastructures in order to improve the accuracy of demand forecasts and facilitate the operation of power plants (1). At the same time, however, individual customers are exposed to the risk that the utility company or a potential eavesdropper can learn information that the customer did not intend to share, which may include marketable information (such as the types of appliances being used) or even sensitive information (such as the customer’s daily activities). Concerns about such privacy issues have been raised (2, 3) and have started to become one major hindrance to effective user participation (4). Similar issues arise in other dynamical systems, such as traffic networks (5, 6), energy-efficient buildings (7), and remote personal health monitoring (8).

The effort to protect the privacy of participating users started with ad hoc solutions (9–11) that did not provide formal mathematical guarantees. It was later recognized that these solutions were inadequate to protect privacy owing to the presence of public side information. One of the most famous instances was the identification of certain subscribers to Netflix (an online video-on-demand service provider) in the anonymized Netflix Prize data set, which was made possible through cross-validation with the Internet Movie Database (IMDb) (12). The development of rigorous solutions for preserving privacy has become an active area of research. Popular frameworks include differential privacy (13), information-theoretic privacy (14), and privacy based on secure multiparty computation (15), to name a few. These frameworks differ mostly in the strength of their privacy guarantees, which is reflected in the assumption of potential adversaries. In control systems, recent work on privacy includes, among other examples, privacy-preserving filtering of streaming data (16), privacy in smart metering (17), privacy in traffic monitoring (18), privacy in stochastic control (19), and privacy-preserving consensus (20, 21).

Recently, the notion of differential privacy proposed by Dwork et al. (13) has received attention because of its strong privacy guarantees. The original setting assumes that the sensitive database is held by a trustworthy party, which we call a mediator. The mediator needs to answer external queries about the sensitive database that potentially come from an adversary who is interested in learning information about a certain user in the database. Informally, preserving differential privacy requires that the mediator ensure that the results revealed by the mediator remain approximately unchanged if data belonging to any single user in the database are modified. Under such a requirement, an adversary can know little about any single user’s information from the revealed results.

A natural and important aspect to consider when protecting privacy is the price of privacy. Introducing privacy often leads to a degradation of system performance. Indeed, without any considerations of system performance, one could protect privacy by choosing to ignore user data completely. A rule of thumb is that more privacy will result in a greater loss in performance. As discussed in detail in Section 2.4, differential privacy works by adding noise before the answer is revealed. The magnitude of the noise needs to be large enough to hide useful information with a certain probability, which is related to the level of privacy. The relationship between privacy and performance applies not only to differential privacy but also to various notions of privacy. For instance, information-theoretic privacy usually yields a weaker guarantee of privacy than differential privacy but has the advantage of sacrificing less system performance.

The review is organized as follows. Section 2 introduces the necessary background about differential privacy; for more details, especially regarding how differential privacy is applied in a more traditional setting of static databases, interested readers can refer to a recent book on
differential privacy (22). Section 3 presents the application of differential privacy to dynamic filters, including both general filters (when the user data are generic time series) and Kalman filters (when the user data are generated by a dynamical system). For the case of Kalman filters, we discuss the use of system-theoretic tools for optimal filter design, which leads to better estimation accuracy under the same privacy requirement. Section 4 presents the application of differential privacy to distributed optimization algorithms that are common for decision making in multiagent systems. We discuss two major cases: when the sensitive information appears in the objective function, and when the sensitive information appears in the constraints. Some material in Sections 2–4 can also be found elsewhere (16, 23–25).

2. BACKGROUND ON DIFFERENTIAL PRIVACY

The purpose of this section is to introduce differential privacy, which is the notion of privacy used throughout this review. We start by giving a formal definition of differential privacy and discussing its implications. We then discuss several important properties of differential privacy. In the end, we introduce several commonly used mechanisms that guarantee differential privacy. These mechanisms often serve as the building blocks for designing more complicated mechanisms.

2.1. Motivation of Differential Privacy

We consider the setting of protecting the privacy of individual users whose information is stored collectively as a database. Examples of databases include patient records in a hospital, salaries of employees of a company, and census records. The database is used to extract useful aggregate information from the users, and the result is often made available to the public. One such example is computing the average salary of all employees from a database of salaries.

One may wonder how the publicly available result, which contains only aggregate information of all users in a database, can compromise the privacy of any individual user. This can, nevertheless, happen in certain extreme cases. For example, suppose that \( n \) voters participate in an anonymous vote that involves two candidates, Alice and Bob. The result of the vote shows that \( n - 1 \) people voted for Alice, and 1 person voted for Bob. The person who voted for Bob is then able to learn from the result that all other people voted for Alice. Such a result apparently compromises the privacy of the \( n - 1 \) people who voted for Alice, even though the process was anonymous.

Aside from this extreme case, the privacy of individual users can also be compromised in the presence of side information. Consider the example of computing the average salary of employees from a salary database. It is true that one cannot generally infer the salary of any particular user in the database from the average salary. However, a powerful adversary who is able to collaborate with all but one user in the database can obtain the exact salary of that remaining user by learning from the average, even if that user is not willing to collaborate with the adversary.

We now face a dilemma: On the one hand, we would like to release useful aggregate information from a given database; on the other hand, we need to make sure that no one can learn much about any individual user, regardless of the released result and the presence of possible side information. Differential privacy was proposed to resolve this dilemma. The notion of differential privacy may differ from our common understanding of privacy. In differential privacy, privacy is not treated as a binary concept (i.e., information is either private or non-private) but is instead measured on a level that changes continuously from total privacy to non-privacy. The basic idea used by differential privacy is to perturb the exact result upon release. As one can imagine, the amount of perturbation affects both the usefulness of the result and the level of privacy: More perturbation leads to a less useful result and a higher level of privacy. As seen in Sections 2.4, 4.1 (Theorem 11), and 4.2
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Figure 1
General setup of differential privacy with adjacent databases $D$ and $D'$. A differentially private mechanism ensures that the outputs are nearly indistinguishable when the inputs are $D$ and $D'$, respectively.

(Theorem 13), such a trade-off between the usefulness of the result and the level of privacy can often be quantified and can provide guidelines for choosing an appropriate level of privacy.

2.2. Definition of Differential Privacy
We now present the setting of differential privacy. After giving a formal definition of differential privacy, we discuss its practical implications for how user information can be protected.

2.2.1. Terminology and definition. In differential privacy, user information that needs to be protected is contained in a set (called a database) $D$, in which each element corresponds to information from an individual user. For convenience, we denote by $\mathcal{D}$ the universe of all possible databases of interest. The quantity (to be released to the public) that we would like to compute from database $D$ is modeled by $q(D)$ for some mapping $q$ (called the query) that acts on $D$; the range of $q$ is denoted by $\mathcal{Q}$.

Example 1. For a database containing the salaries of a group of people, we can define $D = \{d_i\}_{i=1}^n$, where $d_i \in \mathbb{R}_+$ is the salary of user $i$ (assuming no minimum denomination). Suppose that someone is interested in the average salary of people in the database. Then the query can be defined as $q(D) = \frac{\sum_{i=1}^n d_i}{n}$.

Figure 1 illustrates the general setup of differential privacy. Informally, differential privacy is able to guarantee that the result of computation on a database does not change much when any individual user’s information is modified. In other words, preserving privacy is equivalent to hiding changes in the database. Formally, changes in a database are defined by a symmetric binary relation on $D \times D$ called an adjacency relation and are denoted by $\text{Adj}(\cdot, \cdot)$; two databases $D$ and $D'$ that satisfy $\text{Adj}(D, D')$ are called adjacent databases.

Definition 1 (adjacent databases). Two databases $D = \{d_i\}_{i=1}^n$ and $D' = \{d'_i\}_{i=1}^n$ are said to be adjacent if there exists $i \in [n]$ such that $d_i = d'_j$ for all $j \neq i$.

Here, we use the notation $[n]$ to denote the set $\{1, 2, \ldots, n\}$. When differential privacy was first proposed (13), the adjacency relation was defined in a slightly different way: Two databases

...
are adjacent if and only if one database is a result of adding or removing one user from the other database. The motivation behind the original definition was to hide the participation of any individual in the database; a typical example is a database of patients with a certain type of disease (e.g., AIDS). Definition 1 generalizes the original notion of an adjacency relation in order to protect sensitive information beyond participation. Besides the conditions stated in Definition 1, we often also need some constraint on the difference between \( d_i \) and \( d'_i \) as a design choice. Recall that differential privacy guarantees that any two adjacent databases \( D \) and \( D' \) are nearly indistinguishable. The choice of constraining the difference between \( d_i \) and \( d'_i \) determines the granularity that an individual’s value can be protected, as illustrated in the following example.

**Example 2.** Consider again the database of salaries in Example 1. We can define an adjacency relation as in Definition 1 with \( |d_i - d'_i| \leq 1,000 \). Then the privacy guarantee given by a differentially private mechanism would become that an adversary cannot determine the salary of any user in the database within the accuracy of $1,000 (with high probability). (The adversary may, however, still be able to tell that some user’s salary is $1 as opposed to $10,000.) Alternatively, if it is publicly known that the maximum salary for any person is \( d_{\text{max}} \), we can define an adjacency relation with \( |d_i - d'_i| \leq d_{\text{max}} \). In this way, the salary of each user is fully protected—that is, an adversary cannot know anything about the salary of any user except that it lies within \([0, d_{\text{max}}] \) (which is public knowledge).

As mentioned in Section 2.1, directly making \( q(D) \) available to the public may cause users in the database to lose their privacy. To preserve privacy, for any given query \( q \), we need to develop a mechanism \( M \) that approximates \( q \). Naturally, the range of \( M \) is the same as that of \( q \); that is, \( \text{range}(M) = \text{range}(q) = Q \). In the framework of differential privacy, all mechanisms under consideration are randomized; that is, for a given database, the output of such a mechanism obeys a certain probability distribution. A mechanism that acts on a database is said to be differentially private if it is able to ensure that two adjacent databases are nearly indistinguishable (in a probabilistic sense) from the output of the mechanism.

**Definition 2 (\( \epsilon \)-differential privacy).** Given \( \epsilon \geq 0 \), a mechanism \( M \) preserves \( \epsilon \)-differential privacy if for all \( R \subseteq \text{range}(M) \) and all adjacent databases \( D \) and \( D' \) in \( D \), it holds that

\[
P(M(D) \in R) \leq e^\epsilon P(M(D') \in R).
\]

The probability measure in Equation 1 is taken from the probability space used to define the randomized mechanism \( M \). The constant \( \epsilon \) indicates the level of privacy: Smaller \( \epsilon \) implies a higher level of privacy. Notice that Equation 1 also implies

\[
P(M(D') \in R) \leq e^\epsilon P(M(D) \in R)
\]

owing to the symmetric nature of an adjacency relation. The notion of differential privacy promises that an adversary cannot tell from the output of \( M \) with high probability whether data corresponding to a single user in the database have changed. It can be seen from Equation 1 that any nonconstant differentially private mechanism is necessarily randomized.

In certain cases, it is also useful to consider a relaxed and more general notion of differential privacy called \((\epsilon, \delta)\)-differential privacy, which is defined as follows.
Definition 3 [(ε, δ)-differential privacy]. Given ε, δ ≥ 0, a mechanism M preserves (ε, δ)-differential privacy if for all \( R \subseteq \text{range}(M) \) and all adjacent databases \( D \) and \( D' \) in \( \mathcal{D} \), it holds that
\[
P(M(D) \in R) \leq e^\epsilon P(M(D') \in R) + \delta.
\]

It can be seen from Definition 3 that the notion of (ε, δ)-differential privacy reduces to ε-differential privacy when δ = 0. The introduction of the additive term δ in Equation 2 yields a weaker privacy guarantee than ε-differential privacy. When δ > 0, even if ε is small, the difference between \( P(M(D) \in R) \) and \( P(M(D') \in R) \) can still be large; as a result, an adversary can still potentially tell whether the input database is \( D \) or \( D' \).

We now make a final note on the language used throughout this review. To avoid confusion, we reserve the word private for descriptions of mechanisms (e.g., a differentially private mechanism) and restrain ourselves from using it for user information (i.e., sensitive user information as opposed to private user information). The one exception is the term user privacy, which is used mostly in a nonmathematical context.

2.2.2. Choosing the privacy level. One useful interpretation of differential privacy can be made in the context of detection theory (26, 27). The interpretation also provides a guideline for choosing the level of privacy ε when implementing differentially private mechanisms. Consider a simple case involving a binary database \( D = (d_i)_{i=1}^n \in \{0, 1\}^n \), where the goal of the adversary is to infer the value \( d_i \) of a particular user \( i \) from the output of an ε-differentially private mechanism \( M \). The inference procedure used by the adversary can be modeled as the following detection rule: Report \( d_i = 1 \) if the output of \( M \) lies in some set \( \mathcal{R} \) and \( d_i = 0 \) otherwise. Let \( D \) be the database with \( d_i = 1 \) and \( D' \) be the one with \( d_i = 0 \). We are interested in the probabilities of two types of detection errors: false positive probability \( p_{FP} = P(M(D) \in \mathcal{R}) \) (i.e., \( d_i = 0 \), but the detection rule reports \( d_i = 1 \)) and false negative probability \( p_{FN} = P(M(D) \notin \mathcal{R}) = P(M(D) \in \mathcal{Q} \setminus \mathcal{R}) \). For a good detection rule, both probabilities should be small. Since \( D \) and \( D' \) are adjacent, we know from Definition 2 that
\[
P(M(D) \in \mathcal{R}) \leq e^\epsilon P(M(D') \in \mathcal{R}),
\]
\[
P(M(D') \notin \mathcal{R}) \leq e^\epsilon P(M(D) \notin \mathcal{R}),
\]
which lead to
\[
p_{FN} + e^\epsilon p_{FP} \geq 1 \quad \text{and} \quad e^\epsilon p_{FN} + p_{FP} \geq 1. \tag{3}
\]

The conditions represented in Equation 3 imply that \( p_{FN} \) and \( p_{FP} \) cannot both be too small. In particular, we have
\[
p_{FN} + p_{FP} \geq \frac{2}{1 + e^\epsilon}. \tag{4}
\]
That is, these conditions limit the detection capability of the adversary so that the privacy of user \( i \) is protected. For example, if \( \epsilon = 0.1 \) and the false negative probability \( p_{FN} = 0.05 \), then the false positive probability \( p_{FP} \geq \max(1 - e^\epsilon p_{FN}, e^{-\epsilon}(1 - p_{FN})) \approx 0.94 \), which is quite large. Equation 4 provides a guideline for choosing \( \epsilon \) when implementing a differentially private mechanism. The error probabilities \( p_{FN} \) and \( p_{FP} \) are often more straightforward to specify than the level of privacy \( \epsilon \). Once the lower bounds for \( p_{FN} \) and \( p_{FP} \) are specified, one can choose \( \epsilon \) accordingly from Equation 4.
2.3. Properties of Differential Privacy

Differential privacy enjoys several important properties. First, it is immune to postprocessing—that is, without any additional knowledge of the original database, no one can perform computation on the output of a differentially private mechanism and make the result less private. This property has an important direct consequence. Recall that the output of a differentially private mechanism is often released to the public, after which the released result can potentially be utilized arbitrarily by other parties. The immunity to postprocessing guarantees that no privacy can be further lost through handling by other parties. The property of immunity to postprocessing is formalized below.

**Theorem 1 (postprocessing).** Suppose a mechanism $M : D \rightarrow Q$ preserves $\epsilon$-differential privacy (22). Then for any function $f$, the (functional) composition $f \circ M$ also preserves $\epsilon$-differential privacy.

Next, we introduce composition rules that are often used to construct new differentially private mechanisms from existing ones. The sequential composition rule given in the following is useful when one needs to release multiple quantities computed from the same database.

**Theorem 2 (sequential composition).** Suppose a mechanism $M_1$ preserves $\epsilon_1$-differential privacy, and another mechanism $M_2$ preserves $\epsilon_2$-differential privacy. Define a new mechanism $M(D) \triangleq (M_1(D), M_2(D))$. Then the mechanism $M$ preserves $(\epsilon_1 + \epsilon_2)$-differential privacy (22).

For example, in the case of the salary database, one may wish to release both the average and the standard deviation of the salaries. As implied by Theorem 2, one can design two differentially private mechanisms for the average and the standard deviation separately and later combine them with the level of privacy given by Theorem 2. Theorem 2 also reveals a fundamental fact about differential privacy: More privacy is lost as more queries are made to the same database and released to the public.

It should be noted that the privacy guarantee given by Theorem 2 can be loose and may not be the best guarantee. This is because Theorem 2 does not take into account the correlation between $M_1$ and $M_2$. Consider the trivial case where $M_1 = M_2$. In this case, introducing $M_2$ in the joint mechanism $M = (M_1, M_2)$ does not reveal any more information about the database than using $M_1$ alone. That is, the joint mechanism $M$ should also be $\epsilon_1$-differentially private, whereas Theorem 2 dictates that $M$ is $2\epsilon_1$-differentially private.

For certain applications, the mechanism we would like to design is a result of the adaptive composition of several other mechanisms. This is common in iterative computation (such as in optimization algorithms), where the result of each step depends on the result from previous steps. The adaptive composition rule given in the following provides privacy guarantees for cases that involve iterative computation.

**Theorem 3 (adaptive composition).** Consider a mechanism $M_1 : D \rightarrow Q_1$ that preserves $\epsilon_1$-differential privacy, and another mechanism $M_2 : D \times Q_1 \rightarrow Q_2$ such that $M_2(\cdot, y_1)$ preserves $\epsilon_2$-differential privacy for any $y_1 \in Q_1$. Define a new mechanism $M(D) \triangleq M_2(D, M_1(D))$. Then the mechanism $M$ preserves $(\epsilon_1 + \epsilon_2)$-differential privacy (22).
The adaptive composition rule generalizes the postprocessing rule (Theorem 1), because any function \( f \) that does not depend on the database can be treated as a 0-differentially private mechanism. It is also straightforward to see that the adaptive composition rule generalizes the sequential composition rule (Theorem 2). The postprocessing rule and composition rules also hold similarly for \((\varepsilon, \delta)\)-differential privacy. For the composition rules, the final privacy guarantee becomes \((\varepsilon_1 + \varepsilon_2, \delta_1 + \delta_2)\) when the original mechanisms are \((\varepsilon_1, \delta_1)\)- and \((\varepsilon_2, \delta_2)\)-differentially private.

### 2.4. Differentially Private Mechanisms

We now present some commonly used mechanisms that preserve differential privacy. This is by no means an exhaustive list of such mechanisms, nor are the mechanisms in the list optimal mechanisms (defined as ones that achieve the best accuracy—sometimes called utility—for a specified privacy level). Interested readers can refer to related work (27, 28) for discussions of optimal mechanisms.

#### 2.4.1. Laplace mechanism.

When the range of query \( Q \) is \( \mathbb{R} \), one commonly used differentially private mechanism is the Laplace mechanism (13). This mechanism works by introducing additive noise drawn from the Laplace distribution. We denote by Lap\((b)\) the Laplace distribution with parameter \( b \). For a random variable \( w \), we write \( w \sim \text{Lap}(b) \) if the probability density function of \( w \) is given by 

\[
p(w) = \frac{1}{2b} \exp(-|w|/b).
\]

**Theorem 4 (Laplace mechanism).** For a given query \( q \) with range \( \mathbb{R} \), let \( \Delta = \max_{D, D'} |q(D) - q(D')| \) be the sensitivity of \( q \). Then the mechanism \( M(D) = q(D) + w \) with \( w \sim \text{Lap}(\Delta/\varepsilon) \) preserves \( \varepsilon \)-differential privacy (22).

The Laplace mechanism reveals an intrinsic trade-off between the privacy and accuracy of the result. Indeed, without any system performance requirement, one can achieve perfect privacy by replacing the original query with a random output that is independent of the input. Notice that the mean squared error (MSE) of the Laplace mechanism is given by

\[
E[M(D) - q(D)]^2 = \text{var}(w) = \frac{\Delta^2}{\varepsilon^2}.
\]

That is, as \( \varepsilon \) becomes smaller (i.e., more privacy is preserved), the result becomes less accurate. It is often important to analyze the trade-off between accuracy and privacy for a given application; we revisit this type of analysis in Sections 3 and 4 when we discuss the application of differential privacy to dynamical systems. To illustrate how the Laplace mechanism can be applied, we give the following simple example of computing the average salary while preserving differential privacy.

**Example 3.** Consider the database of salaries given in Example 1, with the query \( q(D) = \frac{1}{n} \sum_{i=1}^{n} d_i \) (average salary). Suppose \( d_i \in [0, d_{\text{max}}] \), where \( d_{\text{max}} \) is the maximum salary, and we use the adjacency relation with \( |d_i - d'| \leq d_{\text{max}} \) as in Example 2. Then the sensitivity of \( q \) can be obtained as follows:

\[
\Delta = \max_{D, D'} |q(D) - q(D')| = \frac{1}{n} \max_{i \in [n]} \max_{d, d'} |d_i - d'| = \frac{d_{\text{max}}}{n}.
\]

From Theorem 4, we know that the (randomized) mechanism \( M(D) = \frac{1}{n} \sum_{i=1}^{n} d_i + \text{Lap}(\frac{d_{\text{max}}}{n}) \) preserves \( \varepsilon \)-differential privacy. Notice that the magnitude of the Laplace noise is inversely proportional to the number of users in the database. In other words,
with more users in the database, we can introduce less noise in order to achieve the same privacy guarantee. This coincides with our intuition that it is easier to preserve individual privacy with more participating users.

The Laplace mechanism can be generalized to the multidimensional case for queries that lie in \( \mathbb{R}^m \). Define the \( \ell_p \) sensitivity \( \Delta_p \) of query \( q \) as

\[
\Delta_p = \max_{D,D'} \| q(D) - q(D') \|_p.
\]

The following theorem shows how the Laplace mechanism is generalized for various common choices of \( p \).

**Theorem 5.** For a given query \( q \) whose range is \( \mathbb{R}^m \), let \( \Delta_p = \max_{D,D'} \| q(D) - q(D') \|_p \) be the \( \ell_p \) sensitivity of \( q \). Then the mechanism \( M(D) = q(D) + w \), where \( w \) is a random vector, preserves \( \epsilon \)-differential privacy when

1. \( p = 1 \) [the distribution of each component of \( w \) is independent and identically distributed \( \text{Lap}(\Delta_1/\epsilon) \)],
2. \( p = 2 \) [the probability distribution of \( w \) is proportional to \( \exp(-\epsilon \| w \|_2 / \Delta_2) \)], and
3. \( p = \infty \) [the distribution of each component of \( w \) is independent and identically distributed \( \text{Lap}(k\Delta_\infty/\epsilon) \)].

In the case of \( p = 1 \) and \( p = \infty \) (when each component of \( w \) is independent and identically distributed), we also write the noise \( w \) as \( w \sim \text{Lap}(\Delta_1/\epsilon)^m \) and \( w \sim \text{Lap}(k\Delta_\infty/\epsilon)^m \). As a quick note, the result for \( p = 1 \) and \( p = \infty \) can be derived immediately by making use of the sequential composition theorem (Theorem 2).

**2.4.2. Gaussian mechanism.** For the relaxed notion of \((\epsilon, \delta)\)-differential privacy and when the query is numeric, a common choice is the Gaussian mechanism, which introduces additive Gaussian noise to the query.

**Theorem 6 (Gaussian mechanism).** For a given query \( q \), let \( \Delta_2 = \max_{D,D'} \| q(D) - q(D') \|_2 \) be the \( \ell_2 \) sensitivity of \( q \). Then, for \( \epsilon \in (0, 1) \) and \( \delta > 0 \), the mechanism \( M(D) = q(D) + w \) preserves \((\epsilon, \delta)\)-differential privacy when \( w \) is a random vector whose entries are independent and identically distributed zero-mean Gaussian with variance \( \sigma^2 = \kappa^2(\delta, \epsilon)\Delta_2^2 \), where \( \kappa^2(\delta, \epsilon) = 2 \log(1.25/\delta)/\epsilon^2 \) (22).

The Gaussian mechanism indicates that, for certain applications (such as in linear systems), the notion of \((\epsilon, \delta)\)-differential privacy may be favored over \( \epsilon \)-differential privacy even with its weaker privacy guarantees. This is because the Gaussian mechanism often simplifies the analysis of the performance of the mechanism, owing to the fact that any linear transformation of a Gaussian random vector remains Gaussian.

**2.4.3. Design of differentially private mechanisms.** The Laplace and Gaussian mechanisms presented above are quite general and straightforward to implement. When implementing these algorithms, the most important quantity that one needs to compute is the sensitivity. Although the sensitivity can be easy to compute for simple queries (e.g., the average), it may be difficult to compute for complicated queries (e.g., the optimal solution of a nonlinear optimization problem). When the queries are complicated, a common strategy is to decompose the query under
investigation so that the sensitivity of each part of the query can be easily computed. For example, although the sensitivity of the optimal solution of a nonlinear optimization problem may not be easy to compute, the sensitivity of the intermediate results used to iteratively compute the optimal solution is often much easier to compute. Then the desired private mechanism can often be constructed by using the composition rules from Section 2.3.

3. DIFFERENTIALLY PRIVATE FILTERING

Filtering of streaming data is one of the first applications of differential privacy studied in the context of dynamical systems. Unlike the static databases that are traditionally studied in the database literature, the main challenge in filtering of streaming data is to define proper adjacency relations and compute the corresponding sensitivity. As shown below, once the sensitivity can be computed, it is relatively straightforward to make use of established results (e.g., the Laplace mechanism) from the database literature to develop private mechanisms for filtering streaming data. For linear time-invariant systems, sensitivity computation often reduces to computing the system norm of the dynamic filter. As a result, mathematical tools developed in control theory can not only quantify the level of privacy guarantee for a given filter but also provide better filter designs under a given privacy requirement.

We now introduce the notion of differential privacy for dynamic filtering used in this section. All signals are discrete-time signals indexed by \( t \) starting from \( t = 0 \); a signal \( x \) is an infinite sequence \( x = (x(0), x(1), \ldots) \). For each time \( T \), let \( P_T \) be the truncation operator, so that for any signal \( x \) we have

\[
(P_T x)(t) = \begin{cases} x(t), & t \leq T \\ 0, & t > T. \end{cases}
\]

We denote by \( \ell^p \) the space of sequences with values in \( \mathbb{R}^m \) and such that \( x \in \ell^p \) if and only if \( P_T x \) has a finite \( p \)-norm for all integers \( T \). All systems considered are assumed to be causal and linear time invariant. For a given dynamical system, we use uppercase calligraphic letters (e.g., \( \mathcal{G} \)) to represent both the system itself and the mathematical operator that maps the input to the output of the system; we use corresponding uppercase roman letters (e.g., \( G \)) to denote its transfer function. For a dynamical system \( \mathcal{G} \), we say that \( \mathcal{G} \) is causal if and only if \( P_T \mathcal{G} = \mathcal{G} P_T \). The \( \mathcal{H}_\infty \)- and \( \mathcal{H}_\infty \)-norms of a stable (matrix) transfer function \( G \) are defined as

\[
\|G\|_2 = \left( \frac{1}{2\pi} \int_{-\infty}^{\infty} \text{tr}((G^* G)(e^{i\omega})) d\omega \right)^{1/2}
\]

and

\[
\|G\|_\infty = \sup_{|\omega| \leq \pi} \sigma_{\text{max}}(G(e^{i\omega})),
\]

respectively, where \( \sigma_{\text{max}}(A) \) denotes the maximum singular value of a matrix \( A \).

3.1. Private Mechanisms for General Filtering

We consider the case in which a mediator needs to aggregate information from \( n \) participants, as shown in Figure 2. Each participant \( i \in [n] \) owns a dynamical system \( \mathcal{G}_i : \ell^p \to \ell^m \) whose input signal is \( u_i \in \ell^p \) for some \( m, m' \in \mathbb{N} \) and \( p \in [1, \infty] \). The action of the mediator can be modeled by a system \( \mathcal{G} : \ell^m \to \ell^{m'} \) defined by

\[
\mathcal{G}(u_1, \ldots, u_n) = \sum_{i=1}^n \mathcal{G}_i u_i;
\]

that is, the mediator releases the sum of outputs from \( n \) dynamical systems. A simple example is that of a dynamic system releasing at each period the average over the past \( l \) periods of the sum of the input values of the participants, that is, with output

\[
\frac{1}{l} \sum_{k=-l+1}^{0} \sum_{i=1}^n u_i(k) \text{ at time } t.
\]

We denote by \( u = (u_1, \ldots, u_n) \) the collection of all input signals. An adjacency relation \( \text{Adj} \) can be
Figure 2
General differentially private filtering. Each participant \( i \in [n] \) owns a dynamical system \( G_i \) whose input \( u_i \) contains sensitive information. In the absence of a privacy requirement, a mediator needs to collect outputs \( \{y_i\}_{i=1}^{n} \) from all the systems and release the sum \( \sum_{i=1}^{n} y_i \). To protect privacy, however, the mediator needs to introduce additive random perturbation \( w \) to the sum, where the magnitude of \( w \) depends on the level of privacy.

defined on the space of input signals as

\[
\text{Adj}(u, u') \iff \text{for some } i, \|u_i - u'_i\|_p \leq b, \text{ and } u_j = u'_j \text{ for all } j \neq i, \tag{6}
\]

for some nonnegative number \( b \geq 0 \). In plain words, \( \text{Adj}(u, u') \) if and only if \( u \) and \( u' \) differ by exactly one component signal, and the difference for this component is bounded.

Recall that for a system \( G \) with input in \( \ell^m_r \) and output in \( \ell^m_s \), its \( \ell_r \)-to-\( \ell_s \) gain \( \gamma_{r,s}(G) \) (30) is defined as the smallest number \( \gamma \) such that

\[
\|P_T G v\|_s \leq \gamma \|P_T v\|_r, \quad \forall v \in \ell^m_r, \forall T.
\]

The next theorem generalizes the Laplace and Gaussian mechanisms in Theorems 5 and 6 to causal dynamic systems.

Theorem 7. Let \( G \) be defined as in Equation 5 and consider the adjacency relation shown in Equation 6. Then the mechanism \( Mu = G u + w \), where \( w \) is a white noise with \( w(t) \sim \text{Lap}(B/\epsilon) \) and \( B \geq b \cdot \max_{1 \leq i \leq n} \{\gamma_{r,i}(G_i)\} \), is \( \epsilon \)-differentially private. The mechanism is \((\epsilon, \delta)\)-differentially private if \( w(t) \sim N(0, \sigma^2 I_{m'}) \), with \( \sigma \geq b \cdot \kappa(\delta, \epsilon) \cdot \max_{1 \leq i \leq n} \{\gamma_{r,i}(G_i)\} \).

Proof. Consider two adjacent signals \( u, u' \) differing in their \( i \)th component. Then, for \( \alpha \in \{1, 2\} \), we have

\[
\|P_T G u - P_T G u'\|_\alpha = \|P_T G_i u_i - P_T G_i u'_i\|_\alpha \leq \gamma_{r,\alpha} \|P_T u_i - P_T u'_i\|_r \\
\leq \gamma_{r,\alpha} \|u_i - u'_i\|_r \leq \gamma_{r,\alpha} b.
\]

Here we have used the fact that \( G_i \) is linear, so that \( G_i u_i - G_i u'_i = G_i (u_i - u'_i) \). The above inequality leads to a bound on the \( \ell_1 \) and \( \ell_2 \) sensitivity of \( P_T G \), valid for all \( T \). The theorem is then an application of Theorems 5 and 6.

Later in this section, we further discuss the case when \( r = 2 \) and \((\epsilon, \delta)\)-differential privacy is needed. In this case, the system gain can be computed from the \( H_\infty \)-norm of the system as given in the following corollary.
3.2. Differentially Private Kalman Filtering

We now discuss the Kalman filtering problem subject to a differential privacy constraint. In this problem, the purpose of each dynamic filter \( \mathcal{G}_i \) is to estimate the state of an autonomous stochastic system given by

\[
\begin{align*}
x_i(t + 1) &= A_i x_i(t) + B_i w_i(t), \\
y_i(t) &= C_i x_i(t) + D_i w_i(t).
\end{align*}
\]

Here, the state of the autonomous system is \( x_i \) and the output is \( y_i \). The term \( w_i \) is a standard zero-mean Gaussian white noise with covariance

\[
E[w_i(t)w_j(t')] = \begin{cases} I & t = t' \\ 0 & t \neq t' \end{cases}.
\]

The initial condition \( x_i(0) \) is a Gaussian random variable with mean \( \bar{x}_i(0) \), independent of the noise process \( w_i \). The mediator aims at releasing a signal \( \hat{z}_i \) that provides an optimal estimate of \( z = \sum_{i=1}^{n} L_i x_i \) from \( y_i \) for some given matrices \( L_i \). The optimal estimator \( \hat{z}_i \) needs to asymptotically minimize the MSE; that is, we are looking for the solution of

\[
\min_{\hat{z}_i} \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} E \left[ \| z(t) - \hat{z}_i(t) \|_2^2 \right].
\]

For all \( i \in [n] \), we assume that the data \( \bar{x}_i(0), A_i, B_i, C_i, D_i, L_i \) are public information; that the pairs \( (A_i, C_i) \) are detectable; and that the pairs \( (A_i, B_i) \) are stabilizable. In the absence of a privacy constraint, the optimal estimator is given by \( \hat{z}_i = \sum_{i=1}^{n} L_i \hat{x}_i \), with \( \hat{x}_i = K_i y_i \) provided by the steady-state Kalman filter \( K_i \) estimating the state of system \( i \) from \( y_i \) (31).

Suppose that the state trajectory \( x_i \) contains sensitive information, and we need to develop a mechanism that releases an estimate of \( z \) while protecting the privacy of the participants. We first specify an adjacency relation on the space of databases consisting of state trajectories. Let \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_n) \) denote the global state and measurement trajectories. In this application, our goal is to guarantee differential privacy with respect to a subset \( S_i \triangleq [i_1, \ldots, i_k] \) of the coordinates of the state trajectory \( x_i \). Let the selection matrix \( S_i \) be the diagonal matrix with \( [S_i]_{jj} = 1 \) if \( j \in S_i \), and \( [S_i]_{jj} = 0 \) otherwise. \( S_i v \) therefore sets the coordinates of a vector \( v \) that do not belong to the set \( S_i \) to zero. The adjacency relation considered here is

\[
\text{Ad}^\rho_{\mathcal{G}}(x, x') \Leftrightarrow \text{for some } i, \| S_i x_i - S_i x'_i \|_2 \leq \rho, (I - S_i)x_i = (I - S_i)x'_i, \text{ and } x_j = x'_j \text{ for all } j \neq i.
\]

for some fixed \( \rho > 0 \). In other words, two adjacent databases of state trajectories differ by \( x_i \) from a single participant \( i \). In addition, the difference can happen only in the coordinates \( S_i \) with the amount of deviation bounded by \( \rho \).

The first differentially private mechanism works by directly adding output noise to the original estimator. We first compute the \( \ell_1 \) sensitivity of the estimator \( \hat{z}_i \). Consider now two state trajectories
x, x', adjacent according to Equation 7, and let \( \hat{\delta}, \check{\delta} \) be the corresponding estimates produced by the Kalman filters. We have

\[
\hat{\delta} - \check{\delta} = L_i K_i (y_i - y') = L_i K_i C_i S_i (x_i - x'),
\]

where we recall that \( K_i \) is the Kalman filter from user \( i \). Therefore, \( \| \hat{\delta} - \check{\delta} \|_2 \leq \gamma_i \rho \) for all \( i \in [n] \), where \( \gamma_i \) is the \( H_\infty \)-norm of the system \( L_i K_i C_i S_i \). We thus have the following theorem.

**Theorem 8.** A mechanism releasing \( \{ \sum_{i=1}^n L_i K_i y_i \} + \gamma \rho \kappa (\delta, \epsilon) \nu \), where \( \nu \) is a standard white Gaussian noise independent of \( [w_i]_{i=1}^n \), \( x_i(0)_{i=1}^n \), and \( \gamma = \max_{i \in [n]} \gamma_i \), with \( \gamma \) the \( H_\infty \)-norm of \( L_i K_i C_i S_i \), is \((\epsilon, \delta)\)-differentially private for the adjacency relation represented by Equation 7 (16).

Although the Kalman filter is the optimal estimator (in the sense of minimum MSE) in the absence of privacy constraints, it is no longer optimal with the additive Gaussian noise used for ensuring privacy. In the second private mechanism, we show that the filter can be redesigned to achieve better MSE performance. Formally, we consider the design of \( n \) filters of the form

\[
\hat{x}_i(t+1) = F_i \hat{x}_i(t) + G_i y_i(t),
\]

\[
\check{x}_i(t) = H_i \hat{x}_i(t) + K_i y_i(t),
\]

for \( i \in [n] \), where \( F_i, G_i, H_i, K_i \) are matrices to determine. The estimator considered is \( \hat{\delta} = \sum_{i=1}^n \hat{x}_i \), so that each filter output \( \hat{x}_i \) should minimize the steady-state MSE with \( z_i = L_i x_i \), and the released signal should guarantee differential privacy with respect to Equation 7. For simplicity, we assume that the system matrices \( A_i \) are stable, in which case we also restrict the filter matrices \( F_i \) to be stable (for the case of unstable systems, see Reference 16). Moreover, we consider only the design of full order filters—that is, filters in which the dimensions of \( F_i \) are greater than or equal to those of \( A_i \), for all \( i \in [n] \).

Define \( \check{\delta} \triangleq (x_i, \hat{x}_i) \) so that the combined dynamics from \( w_i \) to the estimation error \( \epsilon_i \triangleq z_i - \hat{\delta} \) can be written as

\[
\check{x}_i(t+1) = \check{A}_i \check{x}_i(t) + \check{B}_i w_i(t),
\]

\[
\epsilon_i(t) = \check{C}_i \check{x}_i(t) + \check{D}_i w_i(t),
\]

where

\[
\check{A}_i = \begin{bmatrix} A_i & 0 \\ G_i C_i & F_i \end{bmatrix}, \quad \check{B}_i = \begin{bmatrix} B_i \\ G_i D_i \end{bmatrix}, \quad \check{C}_i = \begin{bmatrix} L_i - K_i C_i & -H_i \end{bmatrix}, \quad \check{D}_i = -K_i D_i.
\]

The total MSE consists of two terms. One is from the steady-state MSE \( \lim_{t \to \infty} E[\epsilon_i(t)\epsilon_i(t)'] \) of the \( i \)th estimator and is given by

\[
\| \check{C}_i (z I - \check{A}_i)^{-1} \check{B}_i + \check{D}_i \|^2.
\]

The other term is from noise to ensure privacy and depends on the \( H_\infty \)-norm of the filters. Considering two adjacent state trajectories \( x \) and \( x' \) according to Equation 7 and defining \( \delta x_i = x_i - x'_i = S_i (x_i - x'_i) = S_i \delta x_i \), we see that the change in the output of filter \( i \) follows the dynamics

\[
\delta \hat{x}_i(t+1) = F_i \delta \hat{x}_i(t) + G_i C_i S_i \delta x_i,
\]

\[
\delta \check{x}_i = H_i \delta \hat{x}_i(t) + K_i C_i S_i \delta x_i.
\]
Therefore, the \( \ell_2 \) sensitivity \( \gamma_i \) of the \( i \)th filter can be measured by the \( H_\infty \)-norm of the transfer function

\[
\begin{bmatrix}
F_i \\
H_i
\end{bmatrix}
\begin{bmatrix}
G_i C_i S_i \\
K_i C_i S_i
\end{bmatrix}.
\]

That is, we have

\[
\gamma_i = \| H_i (zI - F_i)^{-1} G_i C_i S_i + K_i C_i S_i \|_\infty
\]

and the corresponding MSE to be \( \rho_\kappa(\delta, \epsilon)^2 \max_{\gamma_i \in [n]} \{ \gamma_i^2 \} \) for the noise that guarantees \( (\epsilon, \delta) \)-differential privacy. To summarize, the problem of optimal filter design that minimizes the total MSE can be written as follows:

\[
\begin{align*}
\min & \sum_{i=1}^n \mu_i + \kappa(\delta, \epsilon)^2 \lambda_i \\
\text{s.t.} & \| \tilde{C}_i (zI - \tilde{A}_i)^{-1} \tilde{B}_i + \tilde{D}_i \|_2^2 \leq \mu_i, \\
& \rho_\kappa \| H_i (zI - F_i)^{-1} G_i C_i S_i + K_i C_i S_i \|_\infty \leq \lambda_i, \quad i \in [n].
\end{align*}
\]

It can be shown (16) that the constraints represented in Equations 9 and 10 can be relaxed into linear matrix inequalities (32). In other words, Equation 8 can be relaxed into a semidefinite program so that the optimal filter matrices \( F_i, G_i, H_i, K_i \) can be obtained efficiently using convex optimization solvers.

4. DIFFERENTIALLY PRIVATE DISTRIBUTED OPTIMIZATION

Another application of differential privacy in the field of control and dynamical systems is optimization algorithms. Many optimization algorithms, including various versions of gradient methods and Newton’s method, can be viewed as autonomous (nonlinear) dynamical systems. (For recent views on the connection between control theory and optimization algorithms, see Reference 33.) In certain applications, the input to an optimization algorithm often contains sensitive data from participants. For example, in energy demand response, the optimal pricing is computed by solving an optimization problem defined from individual utility functions representing the energy usage pattern of the participants (34). In most cases, the participants do not wish to reveal their utility function to the public. In general, the sensitive information can appear in the optimization problem in one of two ways: in the objective function or in the constraints of the problem.

Differential privacy has been applied to optimization problems in both centralized and distributed settings. In the centralized setting, data from participants are first collected by a trusted mediator, who is responsible for solving the optimization problem in a way that preserves privacy. In the framework of differential privacy, the query corresponds to the result of the optimization problem, which can be the optimal value or the optimal solution. The centralized setting is mostly used in machine learning. For example, the training of a support vector machine classifier requires solving an optimization problem defined from the training data set. On the other hand, in the distributed setting, each participant keeps its own data without sending them to a central mediator. The distributed setting is more common in the field of control, particularly control of multiagent systems (35). In order to solve the optimization problem, each participant needs to iteratively perform local computation and exchange the results by passing messages with either other participants or a central mediator. Although data are kept by the participants, the results of local computation still depend on each participant’s data and may reveal sensitive information. In the framework of differential privacy, the query corresponds to the messages being passed.
4.1. Private Optimization with Sensitive Objective Functions

In this section, we consider a group of \( n \) users who attempt to solve the following optimization problem collectively:

\[
\min_{x \in \mathcal{X}} \sum_{i=1}^{n} f_i(x). \tag{11}
\]

In this optimization problem, the objective function is the sum of \( n \) cost functions \( \{f_1, f_2, \ldots, f_n\} \). Each cost function \( f_i \) is the cost function of user \( i \) and must be kept private; the set \( \mathcal{X} \) is the domain of the optimization problem and is considered public knowledge. We make the following assumptions about \( f_i \) and \( \mathcal{X} \):

1. The set \( \mathcal{X} \) is compact and convex. We denote by \( C_1 \triangleq \sup_{x,y \in \mathcal{X}} \|x - y\| \) the diameter of \( \mathcal{X} \).
2. Each function \( f_i \) is differentiable.
3. The gradient of \( f_i \) is uniformly bounded: There exists \( C_2 > 0 \) such that \( \|\nabla f_i(x)\| \leq C_2 \) for all \( x \in \mathcal{X} \).
4. Each function \( f_i \) is strongly convex: There exists \( C_3 > 0 \) such that \( \nabla f_i(x)(y - x) \leq f_i(y) - f_i(x) - \frac{C_3}{2} \|y - x\|^2 \) for all \( x, y \in \mathcal{X} \).

These are standard assumptions that guarantee the existence of an optimal solution and guarantee that gradient methods can be applied effectively (36). In this section, we use the shorthand notation \( \|\cdot\| \) to denote the \( \ell_2 \)-norm \( \|\cdot\|_2 \).

**Example 4 (consensus).** Suppose that each of the \( n \) users keeps a (sensitive) quantity, which we denote by \( v_i \in \mathbb{R}^m \) for user \( i \). The goal of the consensus problem is for all users to reach an agreement that corresponds to the average \( \bar{v} = \sum_{i=1}^{n} v_i / n \). If we set \( f_i(x) = \|x - v_i\|^2 \), then it can be verified that the optimal solution \( x^* \) of Equation (11) satisfies \( x^* = \bar{v} \). Note that \( f_i \) contains the sensitive local information \( v_i \).

The general goal of distributed optimization is to solve Equation (11) without requiring a central mediator to collect all the sensitive cost functions \( f_i \). In distributed optimization, each user needs to communicate with other users interactively and eventually converge to an optimal solution of the problem. Among various distributed optimization methods, we focus on distributed projected gradient methods for their simplicity. Without any privacy considerations, one version of distributed projected gradient methods is presented in Algorithm 1. The matrix \( A = [a_{ij}] \in \mathbb{R}^{n \times n} \), called the connectivity matrix, is a nonnegative matrix that captures how users communicate as the optimization algorithm is being executed. If user \( i \) is able to receive information from user \( j \), then \( a_{ij} > 0 \); otherwise \( a_{ij} = 0 \). The connectivity matrix needs to satisfy several requirements:

1. The matrix \( A \) is doubly stochastic: \( \sum_{j=1}^{n} a_{ij} = 1 \) for all \( i \) and \( \sum_{i=1}^{n} a_{ij} = 1 \) for all \( j \).
2. The matrix \( A \) is irreducible. This implies that the communication graph represented by \( A \) is strongly connected.
3. There exists \( \eta \in (0, 1] \) such that \( a_{ij} \geq \eta \) if user \( i \) is able to receive information from user \( j \).

As a convention, each user is able to communicate with itself, so that we also have \( a_{ii} \geq \eta \) for all \( i \).
The sequence \( \{\gamma_t\}_{t=0}^{T-1} \) is called step sizes, which need to satisfy \( \gamma_t \to 0 \) as \( t \to \infty \) (for discussions on how to choose \( \gamma_t \), see Reference 36). In the following, we choose
\[
\gamma_t = c q^t
\]
for some \( c > 0 \) and \( q \in (0, 1) \). The operator \( \text{proj}_X \) is the (Euclidean) projection onto the (convex) set \( X \). Under the assumptions on \( A \), Algorithm 1 is guaranteed to converge to the optimal solution \( x^* \) of Equation 11 as \( T \to \infty \).

**Algorithm 1 (distributed projected gradient method).** Input: (arbitrary) initial conditions \( x_i(0) \in \mathbb{R}^m \) \((i = 1, 2, \ldots, n)\), connectivity matrix \( A = [a_{ij}] \in \mathbb{R}^{n \times n} \), number of iterations \( T \), and step sizes \( \{\gamma_t\}_{t=0}^{T-1} \).

Output: \( x_i(T) \) \((i = 1, 2, \ldots, n)\).

For \( t = 0, 1, \ldots, T - 1 \) do

Sending: For each user \( i \), send \( x_i(t) \) to user \( j \) if \( a_{ji} > 0 \).

Receiving: For each user \( i \), compute
\[
\begin{align*}
  z_i(t) &= \sum_{j=1}^{n} a_{ij} x_j(t), \\
  x_i(t+1) &= \text{proj}_X[z_i(t) - \gamma_t \nabla f_i(z_i(t))].
\end{align*}
\]

end for

As can be seen in Algorithm 1, each user needs to communicate its iterates \( x_i(t) \) with other users. Notice that the computation of \( x_i(t) \) depends on the gradient \( \nabla f_i \). As a result, directly sending \( x_i(t) \) to other users may reveal sensitive information contained in \( f_i \) to the recipients or potential adversaries who can eavesdrop on the communication channel. Like previous settings in differential privacy, our goal is to develop a private mechanism \( M = (M_i(t), t) \) \((i = 1, 2, \ldots, n; t = 1, 2, \ldots, T)\) for each user to publish its iterates \( x_i(t) \). Algorithm 2 shows how the private mechanism is integrated into the original algorithm. Figure 3a illustrates the architecture of the private distributed optimization algorithm.

---

**Figure 3**

Differentially private distributed optimization. (a) Optimization with sensitive objective functions. Each user applies a local projected gradient (PG) update rule using information from other users as specified by the communication matrix \( A = [a_{ij}] \). (b) Optimization with sensitive constraints. The trusted mediator aggregates user information and broadcasts the gradient for each user to apply the update rule.
Algorithm 2 (private distributed projected gradient method, meta-algorithm only). Input: (arbitrary) initial conditions $x_i(0) \in \mathbb{R}^n$ ($i = 1, 2, \ldots, n$), connectivity matrix $A = [a_{ij}] \in \mathbb{R}^{n \times n}$, number of iterations $T$, and step sizes $\gamma_i^{T-1}$. Output: $x_i(T)$ ($i = 1, 2, \ldots, n$).

for $t = 0, 1, \ldots, T - 1$ do

Sending: For each user $i$, compute $y_i(t) = M_i(x_i(t), t)$ through a (possibly time-dependent) private mechanism $M_i(\cdot, t)$, then send $y_i(t)$ to user $j$ if $a_{ij} > 0$.

Receiving: For each user $i$, compute

$$z_i(t) = \sum_{j=1}^{n} a_{ij} y_j(t),$$

$$x_i(t + 1) = \text{proj}_X [z_i(t) - \gamma_i \nabla f_i(z_i(t))].$$

end for

Before introducing the private mechanisms, we formally define the privacy guarantees that we wish to obtain under the framework of differential privacy. Since the sensitive information is in the individual cost functions, the database $D$ can be defined as $D = \{f_i\}_{i=1}^{n}$. We use the following adjacency relation defined between two databases $D$ and $D'$.

**Definition 4 (adjacency relation for objective functions).** We say that two databases $D = \{f_i\}_{i=1}^{n}$ and $D' = \{f'_i\}_{i=1}^{n}$ are adjacent if there exists $i \in \{1, 2, \ldots, n\}$ such that $f_j = f'_j$ for all $j \neq i$.

In Definition 4, we did not define the deviation between $f_i$ and $f'_i$ for the following reason. Recall that the sensitive information can be revealed only through the gradient $\nabla f_i$. Therefore, only the deviation between $\nabla f_i$ and $\nabla f'_i$ will affect the design of private mechanisms. It is not difficult to see that a bound on this deviation can be derived from the assumption on $\nabla f_i$ (related to the constant $C_1$). With the defined adjacency relation, we formally state the problem of $\epsilon$-differentially private distributed optimization (with sensitive objective functions) as follows.

**Problem 1 (private optimization with sensitive objectives).** For a given $\epsilon > 0$, find a mechanism $M = (M_i(\cdot, t))$ ($i = 1, 2, \ldots, n$; $t = 1, 2, \ldots, T$) that maps $x_i(t)$ to $y_i(t) = M_i(x_i(t), t)$ (in Algorithm 2) such that, for any adjacent databases of functions $D = \{f_i\}_{i=1}^{n}$ and $D' = \{f'_i\}_{i=1}^{n}$ as defined in Definition 4, any initial condition $x(0)$, and any set $\mathcal{R} \subseteq \text{range}(M)$, we have

$$P(M(D) \in \mathcal{R}) \leq e^\epsilon P(M(D') \in \mathcal{R}).$$

As mentioned above, the key to developing a private mechanism is computing the sensitivity of the query $(x(0), x(1), \ldots, x(T))$ to changes in the database $D$. In order to make use of the adaptive composition theorem, we need to define the sensitivity at time $t$ while assuming that the previous output of the mechanism is identical. Specifically, we define the sensitivity at $t$ as

$$\Delta(t) \triangleq \sup_{D,D',x} \|x(t; D, y(0), \ldots, y(t - 1)) - x(t; D', y(0), \ldots, y(t - 1))\|_1,$$

where we have used the notation $x(t; D, y(0), \ldots, y(t - 1))$ to indicate the states $x(t)$ when the database of cost functions is $D$ and the previous output of the mechanism from 0 to $t - 1$ is $(y(0), \ldots, y(t - 1))$. Recall that the definition of the adjacency relation requires $f_j = f'_j$ for all
Therefore, we have

\[ \Delta(t) = \sup_{\beta, \lambda} \left\| \text{proj}_x \left[ z_i(t) - \gamma \nabla f_i(z_i(t)) \right] - \text{proj}_x \left[ z_i(t) - \gamma \nabla f_i(z_i(t)) \right] \right\|_1, \]

where we have used the fact that \( \gamma(t - 1) [\text{and hence } z_i(t - 1)] \) is fixed when \( \Delta(t) \) is evaluated. Instead of bounding the \( \ell_1 \)-norm directly, we derive by bounding the \( \ell_2 \)-norm

\[
\left\| \text{proj}_x \left[ z_i(t) - \gamma \nabla f_i(z_i(t)) \right] - \text{proj}_x \left[ z_i(t) - \gamma \nabla f_j(z_i(t)) \right] \right\|_2 \\
\leq \left\| \left[ z_i(t) - \gamma \nabla f_i(z_i(t)) \right] - \left[ z_i(t) - \gamma \nabla f_j(z_i(t)) \right] \right\|_2 \\
= \gamma \left\| \nabla f_i(z_i(t)) - \nabla f_j(z_i(t)) \right\| \\
\leq 2C_2 \gamma_t.
\]

The first inequality used a property of the projection operator: \( \| \text{proj}_x (u) - \text{proj}_x (v) \| \leq \| u - v \| \) for all \( u \) and \( v \). The bound on the \( \ell_2 \)-norm implies

\[ \Delta(t) \leq 2C_2 \sqrt{n} \gamma_t. \]

With a bound on the sensitivity, we have the following private mechanism that guarantees \( \epsilon \)-differential privacy.

**Theorem 9.** The distributed optimization algorithm (Algorithm 2) is \( \epsilon \)-differentially private when each \( M_i(\cdot, t) \) is the Laplace mechanism \( \text{Lap}(b_i) \) with

\[ b_i = 2C_2 \sqrt{n} \frac{ ep}{e(p - q) q} \]

for any \( p \in (q, 1) \) when the step size \( \gamma_t \) is chosen according to Equation 12 (23). The constant \( C_2 \) is in the assumption on the bound of \( \nabla f_i \).

**Proof.** From the adaptive composition theorem (Theorem 3), we know that Algorithm 2 is \( \epsilon \)-differentially private when each \( M_i(\cdot, t) \) is a Laplace mechanism with parameter \( b_t \) and when \( b_t \) satisfies \( \sum_{t=0}^{T-1} \Delta(t)/b_t \leq \epsilon \), which can be readily verified. \( \square \)

Although introducing noise into the original distributed optimization algorithm (Algorithm 1) provides privacy guarantees, it also affects the convergence of the algorithm. The following result ensures that the private version of the algorithm still converges (in a probabilistic sense) as \( T \to \infty \).

**Theorem 10.** The output of Algorithm 2 satisfies (23)

\[ \lim_{t \to \infty} \mathbb{E} \left\| x_i(t) - x_i(t) \right\| = 0. \]

Theorem 10 implies that all \( x_i(t) \) converge to the same value as \( t \to \infty \). For convenience, we define

\[ \tilde{x}(t) \equiv \frac{1}{n} \sum_{i=1}^{n} x_i(t); \]

Theorem 10 then ensures \( \mathbb{E} \left\| x_i(t) - \tilde{x}(t) \right\| \to 0 \) for all \( i \). Although Algorithm 2 still converges with the introduction of additive noise, it is no longer guaranteed to converge to the optimal solution \( x^* \) of Equation 11. The accuracy, measured by the deviation between \( \tilde{x}(t) \) and \( x^* \), of Algorithm 2 is given by the following result.
differentiable and convex, and its gradient $\nabla f$ is Lipschitz in the $\ell_2$-norm—that is, there exists $L > 0$ such that

$$\| \nabla f(x) - \nabla f(y) \| \leq L \| x - y \|$$

for all $x, y$.

The set $C_i$ is assumed to be convex for all $i \in [n]$. Equation 14 is common in resource allocation problems, in which the variable $x_i$ and the constraint set $C_i$ are used to capture the allocation and constraints on the allocation for user $i$. In this setup, the objective function $f$ is public, whereas the sensitive information is contained in the constraints $C_i$. The following example illustrates a case in which $C_i$ contains sensitive information.

**Example 5.** We consider an application in which $n$ electric vehicles (EVs) need to be charged. The goal is to charge all vehicles over a horizon of $m$ time steps with minimal influence on the power grid. For simplicity, we assume that each vehicle belongs to a single user. For any $i \in [n]$, the vector $x_i \in \mathbb{R}^m$ represents the charging rates of vehicle $i$ over time. In the following, we denote by $x_i^{(j)}$ the $j$th component of $x_i$. Each vehicle needs to be charged a given amount of electricity $E_i > 0$ by the end of the scheduling horizon; in addition, for any $j \in [m]$, the charging rate $x_i^{(j)}$ cannot exceed the maximum rate $\tilde{x}_i^{(j)}$ for some given constant vector $\tilde{x}_i \in \mathbb{R}^m$. Under these constraints on $x_i$, the set $C_i$ is described as follows:

$$0 \leq x_i \leq \tilde{x}_i, \quad 1^T x_i = E_i,$$

where the notation $\leq$ denotes entrywise inequality.

The objective function $f$ in Equation 14 can be used to quantify the influence of a charging schedule $\{x_i\}_{i=1}^n$ on the power grid. For instance, we can choose $f$ as follows

$$f(\sum_{i=1}^n x_i)$$
for the purpose of minimizing load variance:

\[
f \left( \sum_{i=1}^{n} x_i \right) = \frac{1}{2} \left\| d + \sum_{i=1}^{n} x_i / K \right\|^2.
\]

In Equation 15, \( K \) is the number of households, which is assumed to be proportional to the number of EVs—that is, there exists \( \gamma \) such that \( n/K = \gamma \). The quantity \( \sum_{i=1}^{n} x_i / K \) then becomes the aggregate EV load per household. The vector \( d \in \mathbb{R}^n \) is the base load profile per household incurred by loads in the power grid other than EVs, so that \( f \left( \sum_{i=1}^{n} x_i \right) \) quantifies the variation of the total load, including the base load and EVs. It can be verified that \( U \) is convex and differentiable and that \( \forall U \) is Lipschitz continuous.

The set \( C_i \) (defined by \( x_i \) and \( E_i \)) contains sensitive information because it can be associated with personal activities of the owner of vehicle \( i \). For example, \( x_i(t) = 0 \) may indicate that the owner is temporarily away from the charging station (which may be colocated with the owner’s residence), and so the vehicle is not ready to be charged. Similarly, \( E_i = 0 \) may indicate that the owner is not actively using the vehicle, and so the vehicle does not need to be charged.

Without privacy requirements, Equation 14 can be solved in a distributed way using a projected gradient method (Algorithm 3). This algorithm assumes that there exists a central mediator who collects the states gradient method (Algorithm 3). This algorithm assumes that there exists a central mediator who collects the states gradient method (Algorithm 3). This algorithm assumes that there exists a central mediator who collects the states gradient method (Algorithm 3). This algorithm assumes that there exists a central mediator who collects the states gradient method (Algorithm 3). This algorithm assumes that there exists a central mediator who collects the states gradient method (Algorithm 3). This algorithm assumes that there exists a central mediator who collects the states. That is, there exists a parameterized set \( \beta \) such that for all \( i \in [n] \), we can write \( C_i = C(\beta_i) \) for some \( \beta_i \in \mathbb{R}^d \). We also assume that there exists a metric \( \rho : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}_+ \), so that we can define the distance \( \rho_{\mathbb{R}}(C_i, C'_i) \) between any \( C_i = C(\beta_i) \) and \( C'_i = C(\beta'_i) \) using the metric \( \rho \) as

\[
\rho_{\mathbb{R}}(C_i, C'_i) \triangleq \rho(\beta_i, \beta'_i).
\]

For any given \( \delta \in \mathbb{R}_+ \), we define the following adjacency relation between any two databases \( D \) and \( D' \) in the context of distributed constrained optimization.

\[\text{Algorithm 3 (distributed projected gradient method for solving Equation 14).} \]

Input: \( f, [C_i]_{i=1}^{n}, T, \) and step sizes \( [\alpha_i]_{i=1}^{T-1} \). Output: \( x(T) = (x_1(T), x_2(T), \ldots, x_n(T)) \).

Initialize \( x(0) \) arbitrarily.

for \( t = 0, 1, \ldots, T - 1 \) do

Compute \( p(t) = \nabla f \left( \sum_{i=1}^{n} x_i(t) \right) \).

For \( i \in [n] \), update \( x_i(t+1) \) according to

\[
x_i(t+1) = \text{proj}_{C_i} \left[ x_i(t) - \alpha_i p(t) \right].
\]

end for
In other words, \( \Delta \) provides details on choosing \( \eta \) for a differentially private distributed algorithm for constrained optimization.

**Problem 2 (private optimization with sensitive constraints).** Find a randomized mechanism \( M_\rho \) that approximates the gradients \( p = (p(0), p(1), \ldots, p(T-1)) \) (defined in Algorithm 3) and preserves \( \epsilon \)-differential privacy under the adjacency relation described in Definition 5. That is, for any adjacent databases \( D \) and \( D' \) and any \( \mathcal{R} \subseteq \text{range}(M_\rho) \), the mechanism \( M_\rho \) should satisfy

\[
\mathbb{P}(M_\rho(D) \in \mathcal{R}) \leq e^\epsilon \mathbb{P}(M_\rho(D') \in \mathcal{R}).
\]

Similarly to the case when the sensitive information is in the objective functions, a private version of Algorithm 3 can be derived by introducing Laplace noise to the gradients \( p \); this is presented as Algorithm 4, the architecture of which is illustrated in Figure 3b. The constant \( \Delta \) that appears in the algorithm is defined as

\[
\Delta \triangleq \max_{i \in [n]} \max_{\|v\|_1 \leq 1} \left\{ \left\| \Pi_{C_i}(v) - \Pi_{C_i'}(v) \right\| : v \in \mathbb{R}^\phi, C_i \text{ and } C_i' \text{ satisfy } \rho_C(C_i, C_i') \leq \delta C \right\}.
\]

In other words, \( \Delta \) can be viewed as a bound on the global \( \ell_1 \) sensitivity of the projection operator \( \Pi_{C_i} \) to changes in \( C_i \) for all \( i \in [n] \).

**Algorithm 4 (differentially private distributed projected gradient method).** Input: \( f, L, \{C_i\}_{i=1}^\phi, T, \{\alpha_t\}_{t=0}^{T-1}, \eta \geq 1, \Delta, \) and \( \epsilon \). Output: \( \hat{x}(T) = (\hat{x}_1(T), \hat{x}_2(T), \ldots, \hat{x}_\phi(T)) \).

Initialize \( \hat{x}(0) \) arbitrarily. Let \( \hat{x}(0) = x(0) \) and \( \theta_t = (\eta + t)/(\eta + 1) \).

for \( t = 0, 1, \ldots, T - 1 \) do

If \( t = 0 \), then set \( \omega_0 = 0 \); else draw a random vector \( \omega_t \in \mathbb{R}^\phi \) from the distribution (proportional to)

\[
\text{exp}\left(\frac{-\lambda v^2}{2\eta^2 + \theta_t^2 x^2}\right).
\]

Compute \( \hat{p}(t) := \nabla f \left( \sum_{i=1}^{\phi} x_i(t) \right) + \omega_t \).

For \( i \in [n] \), compute

\[
x_i(t + 1) = \text{proj}_{C_i} \left[ x_i(t) - \alpha_t \hat{p}(t) \right],
\]

\[
\hat{x}_i(t + 1) = (1 - \theta_t) \hat{x}_i(t) + \theta_t x_i(t + 1).
\]

end for

**Theorem 12.** Algorithm 4 ensures that \( M_\rho \triangleq (\hat{p}(0), \hat{p}(1), \ldots, \hat{p}(T - 1)) \) preserves \( \epsilon \)-differential privacy under the adjacency relation given by Definition 5 (25).

Algorithm 4 can be viewed as an instance of a stochastic gradient method that terminates after \( T \) iterations. The step size \( \alpha_t \) is chosen as \( \alpha_t = \epsilon / \sqrt{T} \) for some \( \epsilon > 0 \). The purpose of the additional \( \hat{x} \) is to implement the polynomial-decay averaging method in order to improve the convergence rate, which is a common practice in the stochastic gradient method (38); introducing \( \hat{x} \) does not affect privacy. The parameter \( \eta \geq 1 \) is used to control the averaging weight \( \theta_t \). Reference 38 provides details on choosing \( \eta \).
Like most iterative optimization algorithms, the stochastic gradient method only converges in a probabilistic sense as the number of iterations $T \to \infty$. In practice, the number of iterations is always finite, so that it is desirable to analyze the suboptimality for finite $T$.

**Theorem 13.** The expected suboptimality of Algorithm 4 after $T$ iterations is bounded as follows (25):

$$
\mathbb{E} \left[ f \left( \sum_{i=1}^{n} \hat{x}_i(T) \right) - f^* \right] \leq O \left( \eta \sqrt{n} \rho \left( \frac{G}{\sqrt{T}} + \frac{\sqrt{2} m T^{3/2} L \Delta}{2\epsilon} \right) \right), \quad 18.
$$

where $f^*$ is the optimal value of Equation 14, and

$$
\rho = \max \left\{ \sum_{i=1}^{n} \| x_i \|_2^2 : x_i \in C_i, \ i \in [n] \right\},
$$

$$
G = \max \{ \| \nabla f \left( \sum_{i=1}^{n} x_i \right) \| : x_i \in C_i, \ i \in [n] \}.
$$

Theorem 13 reveals an important trade-off in choosing the number of iterations $T$ when running the differentially private optimization algorithm (Algorithm 4). If $T$ is too small, then it will affect the convergence of the gradient method. On the other hand, if $T$ is too large, then the amount of noise required by differential privacy will be too large and affect convergence as well. Note that this phenomenon is different from the case with sensitive objective functions. This is because in the gradient method with sensitive objective functions (Algorithm 2), the sensitive information $\nabla f_i$ enters the algorithm with a multiplicative factor $\gamma_t$ according to Equation 13. Because of the choice of $\gamma_t$, the sensitivity of the query $(x(0), x(1), \ldots, x(T-1))$ converges as $T \to \infty$. However, when the sensitive information is in the constraint $C_i$, the step sizes $\alpha_t$ do not change the sensitivity of the projection operations according to Equation 17.

5. CONCLUDING REMARKS

This review has discussed the integration of privacy guarantees in several applications in control and dynamical systems under the framework of differential privacy. When developing a differentially private mechanism, the most critical step is to compute the query sensitivity, which becomes more intricate for dynamical systems because the user data often take the form of data streams. We showcased the use of mathematical tools from systems theory in determining query sensitivity. For all private mechanisms, we highlighted the trade-offs between privacy and system performance, which provides a useful guideline in choosing the level of privacy and/or optimal system design.
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