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Abstract—In this paper, we study the problem of remote state estimation, in the presence of a passive eavesdropper. An authorized user estimates the state of an unstable linear plant, based on the packets received from a sensor, while the packets may also be intercepted by the eavesdropper. Our goal is to design a coding scheme at the sensor, which encodes the state information, in order to impair the eavesdropper’s estimation performance, while enabling the user to successfully decode the sent messages. We introduce a novel class of codes, termed State-Secrecy Codes, which use acknowledgment signals from the user and apply linear time-varying transformations to the current and previously received states. By exploiting the properties of the system’s process noise, the channel physical model and the dynamics, these codes manage to be fast, efficient, and suitable for real-time dynamical systems. We prove that under minimal conditions, State-Secrecy Codes achieve perfect secrecy, namely the eavesdropper’s minimum mean square error (mmse) grows unbounded almost surely, while the user’s estimation performance is optimal. These conditions only require that at least once, the user receives the corresponding packet while the eavesdropper fails to intercept it. Even one occurrence of this event renders the eavesdropper’s mmse unbounded with asymptotically optimal rate of increase. State-Secrecy Codes are provided and studied for two cases, i) when direct state measurements are available, and ii) when we only have output measurements. The theoretical results are illustrated in simulations.

Index Terms—Eavesdropping, State-Secrecy Codes, Perfect secrecy, Kalman filtering

I. INTRODUCTION

The recent emergence of the Internet of Things (IoT) as a collection of interconnected sensors and actuators has created a new attack surface for adversarial attacks [1], [2]. Research efforts in the context of control systems have targeted denial-of-service attacks [3] and data integrity of compromised sensors [4], [5], [6], [7]. Another fundamental vulnerability of such interconnected systems is eavesdropping attacks, especially when the underlying medium of communication is of a broadcast nature, i.e. as in wireless systems [8]. This data leakage, not only compromises confidentiality, but could be also used to perform more complex attacks [9].

In this paper, we study passive eavesdropping attacks in the context of real-time dynamical systems, where the source of information is a dynamical system. In many IoT applications, sensors collect state information about the dynamical system and send it to an authorized user, e.g. a controller or a cloud server. Meanwhile, an eavesdropper might intercept the sent messages. The goal is to design encoder-decoder pairs such that confidentiality is protected.

Most of the current defense mechanisms involve encryption-based tools [10]. These are generic tools, which do not require any model knowledge about the underlying physical processes. However, their confidentiality guarantees are based on the assumption that the eavesdroppers have limited computational power. Some encryption methods, e.g. the AES encryption [10], also require the transmitter and the receiver to share a secret key beforehand. In some cases, encryption may also introduce computation and communication overheads, which might be significant for real-time systems [11]. Chaotic synchronization has also been proposed for secrecy [12]. A chaotic dynamical system acts as an encoder of arbitrary information sources. The eavesdropper cannot easily decode the messages unless it knows the chaotic system’s parameters, which are assumed to be secret. Such methods are also independent of the underlying physical process and require prior shared secrets between the receiver and the transmitter.

Another direction is to develop defense mechanisms in the physical layer of wireless communications [13], [14]. These methods exploit model knowledge about the underlying channel used for communication, e.g., the wireless medium, to offer provable guarantees about confidentiality against eaves-
droppers. Information-theoretic approaches [15]–[17] define a notion of secrecy capacity of channels and give conditions about the existence of codes such that the eavesdropper receives no information. Remote estimation problems have also been studied in this context [18]–[20]. Finding such codes is challenging in practice and requires knowledge of the eavesdropper’s channel, which may not be available. Nonetheless, in the case of packet erasure channels, those erasures can be exploited to randomly create secrets, thus leading to more practical defense mechanisms [21].

New approaches, which we term control-theoretic, were recently employed in [22]–[24]. Motivated by physical layer security methods, they exploit the channel model. However, the key innovation with respect to previous approaches is that they also take advantage of the system dynamics to provide security guarantees, which in contrast to, e.g., encryption approaches, do not depend on the eavesdropper’s computational capabilities. In that respect, these approaches are specialized for sources which are dynamical systems. Another distinction is that the security and performance objectives are expressed in terms of control/estimation theoretic metrics, e.g. the minimum mean square error (mmse). In [22]–[24], the main goal is to achieve large mmse for the eavesdropper, while the user’s mmse remains small. A secrecy mechanism was used, which withholds information, either randomly [22] or deterministically [23], [24]. In the case of unstable systems, under certain conditions, the eavesdropper’s expected mmse is shown to grow to infinity while the user’s expected mmse remains bounded. However, the secrecy guarantees hold only in expectation; with high probability the actual eavesdropper’s mmse is small frequently. The user’s estimation performance is also degraded as a side effect.

This paper is the first within the control-theoretic approaches to introduce encoding. We develop a novel class of codes, called State-Secrecy Codes, which explicitly exploit the system dynamics. When direct state measurements are available, the system’s state is encoded by subtracting a weighted version of the user’s most recently received state from the current state. This operation has a simple implementation and only requires acknowledgment signals from the user back to the sensor. By exploiting the underlying model, i.e. the dynamics, the inherent process noise of the system, and the channel’s randomness, State-Secrecy Codes achieve strong guarantees with low computational cost. In particular, confidentiality is guaranteed if at some time the user receives the encoded state while the eavesdropper fails to intercept it. Due to our code, a single occurrence of this event, which we call critical event, makes the eavesdropper lose important information about the system state. Then, as time passes, the dynamics amplify the uncertainty of the eavesdropper created by this information loss, regardless of the eavesdropper’s computational capabilities.

In Section II we present the problem formulation. The dynamical system is modeled as linear, while the channel is modeled as a packet-drop one. Similar to [19], [20], [22], [24], we assume that the system is unstable (see Section II for discussion). Both the user and the eavesdropper know the coding scheme and use minimum mean square error estimators as decoders. We introduce a novel control-theoretic notion of perfect secrecy, requiring that the eavesdropper’s mmse grows unbounded almost surely, while the user’s mmse is optimal. In Section III, where direct state measurements are available, we show that by employing State-Secrecy Codes, perfect secrecy can be guaranteed under remarkably mild conditions (Theorem 1). Even one occurrence of the critical event renders the eavesdropper’s error unbounded with asymptotically optimal rate of increase (Corollary 1). In Section IV, we extend the results to the case of output measurements (Theorem 2). The sensor performs local Kalman filtering before applying a State-Secrecy Code to the local estimates. In summary, our main contributions, are the following:

- Our work is the first to introduce coding within the control-theoretic approaches. By exploiting the dynamics, state-secrecy codes manage to be fast and secure. The security guarantees do not depend on the computational capabilities of the eavesdropper. Moreover, we do not require the existence of prior private shared information between the sensor and the user.
- This is the first work that achieves unbounded eavesdropper’s mmse almost surely using a control-theoretic approach. Meanwhile, the user’s estimation performance remains optimal. This supersedes the results in [22], [23] where unbounded eavesdropper’s mmse is achieved only in expectation and the user’s performance is degraded.
- The condition for perfect secrecy is remarkably minimal and channel-free. It is only required that the critical event occurs at least once, i.e. at some time the user receives the encoded message while the eavesdropper misses it. This will hold in most channels of practical interest.

In Section V we discuss how the user’s estimation scheme can be made robust against random acknowledgment drops, quantization errors, and some other practical issues. We conclude this paper by illustrating the performance of State-Secrecy Codes in simulations in Section VI, and with remarks in Section VII. All proofs are included in the Appendices. A paper with preliminary results appeared in [25]. Sections III-A, IV, V are new and they study the eavesdropper’s mmse rate of increase, the output measurement case, and practical considerations respectively. After this paper was written, we extended state-secrecy codes to stable systems—see [26].

II. Problem formulation

A. Dynamical system model

The considered remote estimation architecture is shown in Figure 2 and consists of a sensor observing a dynamical system, a legitimate user, and an eavesdropper. The dynamical system is discrete-time, linear, and has the following form:

\[ x_{k+1} = Ax_k + w_{k+1} \]
\[ y_k = Cx_k + u_k \]

where \( x_k \in \mathbb{R}^n \) is the state and \( y_k \in \mathbb{R}^m \) is the output. Matrices \( A \in \mathbb{R}^{n \times n} \) and \( C \in \mathbb{R}^{m \times n} \) are the system and output matrices respectively. Signals \( w_{k+1} \in \mathbb{R}^n \) and \( u_k \in \mathbb{R}^m \) are the process and measurement noises respectively and are modeled as independent Gaussian random variables with zero mean and
covariance matrices $Q$ and $R$. The initial state $x_0$ is also a Gaussian random variable with zero mean and covariance $\Sigma_0$ and is independent of the noise signals. Matrices $Q$, $R$, $\Sigma_0$ are assumed to be positive definite. In more compact notation $Q, R, \Sigma_0 \succ 0$, where $\succ$ ($\succeq$) denotes comparison in the positive definite (semidefinite) cone. We also assume that the pair $(A, C)$ is detectable. All system and noise parameters $A, C, Q, R, \Sigma_0$ are assumed to be public knowledge, available to the sensor, the user, and the eavesdropper. Throughout this paper, we assume the system is unstable.

**Assumption 1.** We assume that the dynamical system (1) is unstable i.e., its spectral radius is $\rho(A) = \max_i |\lambda_i(A)| > 1$.

Estimation of unstable open-loop systems has been a problem of independent interest in control systems—see for example [27]. It has also been studied in the presence of eavesdroppers, i.e. [19], [20], [22], [24]. The ultimate goal is to close the loop and apply control, but first, estimation of the open-loop systems should be studied. Besides, due to network imperfection, feedback might fail occasionally. In this case, the controlled system goes open-loop and might be unstable. During this open-loop phase, the system’s state might grow unbounded, hence, it is critical to perform state estimation to monitor it.

**B. Channel model**

The sensor communicates over a channel with two outputs/receivers as shown in Figure 2. The input to the channel is denoted by $z_k \in \mathbb{R}^n$. The first output, denoted by $h_{u,k}$, is the authorized one to the user, while the second, denoted by $h_k$, is the unauthorized one to the eavesdropper. Communication follows the packet-based paradigm commonly used in networked control systems [27]–[29]. We neglect quantization effects in the main sections (Sections III, IV), but we discuss quantization issues in Section V.

Communication with the user is unreliable, i.e., may undergo packet drops. Respectively, communication is not secure against the eavesdropper, i.e., the latter may intercept transmitted packets. We denote by $\gamma_{u,k} \in \{0, 1\}$ the outcome of the user packet reception at time $k$, and by $\gamma_k \in \{0, 1\}$ the outcome of the eavesdropper’s packet interception. When $\gamma_{u,k} = 1$ (or $\gamma_k = 1$), then the reception (interception) is successful. Otherwise the reception (interception) is not successful and the respective packet is dropped. Thus, the outputs of the channel are modeled as:

$$h_{u,k} = \begin{cases} z_k, & \text{if } \gamma_{u,k} = 1 \\ \varepsilon, & \text{if } \gamma_{u,k} = 0 \end{cases}, \quad h_k = \begin{cases} z_k, & \text{if } \gamma_k = 1 \\ \varepsilon, & \text{if } \gamma_k = 0 \end{cases} \tag{3}$$

where symbol $\varepsilon$, is used to represent the “no information” outcome. The channel outcomes $\{\gamma_{u,k}, \gamma_k, k = 0, 1, \ldots\}$ are assumed to be independent of the initial state $x_0$, the process noise $w_k$, and the measurement noise $v_k$, for $k = 0, 1, \ldots$. No specific joint distribution of the channel outcomes is assumed.

In addition to the main channel, the user can reliably send acknowledgment signals back to the sensor via the reverse channel. We deal with unreliable acknowledgments in Section V. Thus, at any time step the sensor knows what is the latest received message $z_k$ at the user. Meanwhile, we assume that the eavesdropper is able to intercept all acknowledgment signals. In that respect, we model a powerful eavesdropper. On the other hand, neither the sensor nor the user have any knowledge about the eavesdropper’s intercept successes $\gamma_k$.

**C. Encoder definition**

The sensor collects output measurements $y_k$ and encodes them by sending $z_k \in \mathbb{R}^p$ over the channel at each time step $k$, where $p$ is an integer to be designed. Under this definition and by (3), the channel outputs $h_{u,k}$, $h_k$ take values in $\mathbb{R}^p \cup \{\varepsilon\}$. The encoder may compute $z_k$ given all the information at the sensor at time $k$, i.e. current and past outputs $y_t$, for $t < k$, past sent messages $z_t$ for $t < k$, as well as past user’s channel outcomes $\gamma_{u,t}$ for $t < k$:

$$z_k = f_k(y_k, y_{1:k}, z_{1:k}, \gamma_{u,t}, t < k), \tag{4}$$

where $f_k$ is a function from $\mathbb{R}^{m(k+1)+pk \times (0, 1)^k}$ to $\mathbb{R}^p$.

**D. MMSE Estimation**

Both the user and the eavesdropper know the coding scheme and use the minimum mean square error (mmse) estimate to decode the received/intercepted messages. This estimate depends on their information up to time $k$. We define the batch vector of received channel outputs $h_{u,0:k} = (h_{u,0}, \ldots, h_{u,k})$ and channel outcomes $\gamma_{u,0:k} = (\gamma_{u,0}, \ldots, \gamma_{u,k})$ for the user. The eavesdropper’s batch vectors $h_{0:k}, \gamma_{0:k}$ are defined similarly. Then, the user’s information at time $k$ is denoted by $I_k^u = \{h_{u,0:k}\}$, with $I_{k-1} = \emptyset$. Respectively, we denote the eavesdropper’s information by

$$I_k = \{h_{0:k}, \gamma_{u,0:k}\}, I_{k-1} = \emptyset. \tag{5}$$

The two information sets are asymmetric, i.e. the eavesdropper has the additional information of the user’s reception success history. The eavesdropper’s mmse estimate $\hat{x}_k$ and the respective covariance matrix $P_k$ are given by:

$$\hat{x}_k = E\{x_k | I_k\}, \quad P_k = Cov\{x_k | I_k\}, \tag{6}$$

where $Cov\{x_k | I_k\} = E\{(x - \hat{x}_k)(x - \hat{x}_k)^\top | I_k\}$. The user’s mmse estimate $\hat{x}_{u,k}$ and the respective mmse covariance matrix $P_{u,k}$ are defined similarly.
E. Problem

The goal of this work is to design a coding scheme at the sensor, so that perfect secrecy is achieved, introduced in the following definition. We require the eavesdropper’s mmse to grow unbounded, while the user successfully decodes the information and has optimal estimation performance. The secrecy requirement is motivated by the worst case performance for the eavesdropper, i.e. the open-loop prediction case when all packets are missed. In this situation, the eavesdropper maintains a trivial open-loop estimate \( \hat{x}_k^{op} = 0 \) and the respective mmse diverges to infinity due to the unstable dynamics—see also Section III-A. The user’s estimation scheme is optimal when at the successful reception times, the mmse estimate is the same as if no packet had been dropped (see also [30]).

Definition 1 (Perfect Secrecy). Given system (1), (2) and channel model (3), a coding scheme (4) achieves perfect secrecy if and only if both of the following conditions hold:

(i) the user’s performance is optimal:

\[
\begin{align*}
\hat{x}_{u,k} &= \mathbb{E}\{x_k | y_{0:k}\} \\
P_{u,k} &= \text{Cov}\{x_k | y_{0:k}\},
\end{align*}
\]

where \( y_{0,k} = \{y_0, \ldots, y_k\} \).

(ii) the eavesdropper’s mmse diverges to infinity \(^1\) with probability one:

\[
\text{tr} \ P_k^{u,k} \xrightarrow{k \to \infty} \infty,
\]

where \( \text{tr} \) is the trace operator.

This notion of secrecy is asymptotic, which is an inherent property of the problem. Even without any interceptions, the eavesdropper can maintain the trivial open-loop prediction estimate, i.e. \( \hat{x}_k^{op} = 0 \), that has unbounded but finite estimation error at any time \( k \). Moreover, we remark that (8) guarantees aggregate state secrecy in that, at least one but not necessarily all eigenvalues of the eavesdropper’s error covariance grow unbounded (see also Section VI). With this definition, we formally present the problem that we solve in this paper.

Problem. Given system (1), (2) and channel model (3), design a coding scheme (4) such that perfect secrecy is achieved, as defined in Definition 1.

In the following sections, we present and analyze State-Secrecy Codes for two cases. In Section III, we ignore the output model \( (C = I, R = 0) \) and assume that the sensor measures the state perfectly. In Section IV, we include the output model (general \( C, R \gg 0 \)). In both cases, perfect secrecy is achieved by exploiting the acknowledgment signals, the unstable system dynamics, the process noise, as well as the randomness of the channel.

III. Perfect Secrecy with State Measurements

In this section, we introduce State-Secrecy Codes for the case of direct state measurements \( (C = I \text{ and } R = 0) \). Informally, the sensor encodes and transmits the current state measurement \( x_k \) as a weighted state difference of the form \( x_k - A^{k-t_k}x_{t_k} \), where \( x_{t_k} \) is a previous state called the reference state of the encoded message, for some \( t_k < k \) depending on \( k \). The sensor and the user can agree on this reference state via the acknowledgment signals, e.g., it can be the most recent state received at the user’s end. At the user’s side, no information is lost with this encoding; upon receiving a new message \( x_k - A^{k-t_k}x_{t_k} \), she can first recover \( x_k \) by adding \( A^{k-t_k}x_{t_k} \) and then notify the sensor to use \( x_k \) as the reference state for the next transmission.

On the other hand, on the event that the eavesdropper fails to intercept that reference packet \( x_{t_k} \) at time \( t_k \), her error starts increasing. That is because the eavesdropper misses the reference state \( x_{t_k} \) and, thus, cannot decode a following packet of the form \( x_k - A^{k-t_k}x_{t_k} \) to obtain \( x_{t_k} \). But this also obstructs the eavesdropper from decoding future packets, as any following reference state \( x_k \) for some \( k > t_k \) depends on the current reference state \( x_{t_k} \) and so on. This triggers an irreversible chain reaction effect, which combined with the unstable system dynamics, leads to an exponentially growing eavesdropper’s estimation error. For this reason, we call this event, when the user receives a packet at time \( t_k \) while the eavesdropper misses it, the critical event.

Let us now formally present the coding scheme. We define the reference time \( t_k \) to be the time of the most recent successful reception at the user before \( k \):

\[
t_k = t_k(\gamma_{u,0:k-1}) = \max \{ t : 0 \leq t < k, \gamma_{u,t} = 1 \}.
\]

Before the first successful transmission, when the set \( \{ t : 0 \leq t < k : \gamma_{u,t} = 1 \} \) is empty, we use the convention \( t_k = -1, x_{-1} = 0 \).

Definition 2 (State-Secrecy Code). Given the unstable system matrix \( A \) in (1), a State-Secrecy Code \(^2\) applies the following time-varying linear operation

\[
z_k = x_k - A^{k-t_k}x_{t_k},
\]

where \( t_k \) is the reference time defined in (9).

The intuition about selecting the weighting factor \( A^{1-t_k} \) can be found in Remark 1. The implementation of the scheme is described in Algorithm 1. The memory required for the encoder is minimal (\( O(n) \)) and the only computational burden is a matrix-vector multiplication (\( O(n^2) \)). The critical event

\(^1\)The secrecy requirement here is different from the one in [26] for stable systems, where we require the eavesdropper’s mmse covariance to converge to a finite value.

\(^2\)For stable systems in [26], we use the code \( z_k = x_k - L^{k-t_k}x_{t_k} \), for some matrix \( L \neq A \), which leads to a different code.
formally defined below, is crucial for reinforcing secrecy with our coding scheme.

**Definition 3 (Critical event).** A critical event occurs at time \( k \) if the user receives the packet while the eavesdropper misses it:

\[
\gamma_{u,k} = 1, \quad \gamma_k = 0. \tag{11}
\]

An example to clarify the coding scheme and the critical event is presented next.

**Example 1.** Suppose that for \( k = 0,1,2,3 \) we have the channel outcomes as shown in the first three rows of the following table:

<table>
<thead>
<tr>
<th>( k )</th>
<th>( 0 )</th>
<th>( 1 )</th>
<th>( 2 )</th>
<th>( 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>user ( \gamma_{u,k} )</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>eavs. ( \gamma_k )</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( t_k )</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>( z_k )</td>
<td>( x_0 )</td>
<td>( x_1 )</td>
<td>( x_2 - Ax_1 )</td>
<td>( x_3 - Ax_2 )</td>
</tr>
<tr>
<td>user ( h_{u,k} )</td>
<td>( \varepsilon )</td>
<td>( x_1 )</td>
<td>( x_2 - Ax_1 )</td>
<td>( x_3 - Ax_2 )</td>
</tr>
<tr>
<td>eavs. ( h_k )</td>
<td>( x_0 )</td>
<td>( \varepsilon )</td>
<td>( x_2 - Ax_1 )</td>
<td>( x_3 - Ax_2 )</td>
</tr>
</tbody>
</table>

The last four rows of the table are constructed using the definitions of the reference times \( t \), of the coding scheme \( (10) \), and the channel outcomes \( (3) \). Notice that the critical event occurs at time \( k = 1 \), when the user receives \( x_1 \), while the eavesdropper misses it. Then, the user can recover \( x_2 \) at time \( k = 2 \) by adding \( Ax_1 \) to \( h_{u,2} \). However, since the eavesdropper does not know \( x_1 \), she cannot precisely recover \( x_2 \). Since \( \gamma_{u,2} = 1 \), \( x_2 \) is the next reference state at time \( k = 3 \). Thus, the eavesdropper will also not be able to recover \( x_3 \), from \( h_3 = x_3 - Ax_2 \). A single occurrence of the critical event impacts future estimation at the eavesdropper.

The following theorem, for the case of state measurements, formally proves the previous observations. If the critical event \( \{ \gamma_{u,k_0} = 1, \gamma_{k_0} = 0 \} \) occurs at some time \( k_0 \), then the eavesdropper’s mmse starts to grow unbounded exponentially fast. On the other hand, the user’s performance is optimal.

**Theorem 1 (Perfect secrecy).** Consider system \((1)\), with channel model \((3)\) and coding scheme \((10)\). If

\[
\mathbb{P}(\gamma_{u,k} = 1, \gamma_k = 0, \text{ for some } k \geq 0) = 1, \tag{12}
\]

then:

(i) perfect secrecy is achieved according to Definition 1.

(ii) conditioned on the event \( \{ \gamma_{u,k_0} = 1, \gamma_{k_0} = 0 \} \) for some \( k_0 \geq 0 \), the eavesdropper’s mmse grows unbounded:

\[
\text{tr} \ P_k \geq c \rho (A)^{2(k-k_0)}, \text{ for } k \geq k_0 \tag{13}
\]

where \( P_k \) is the mmse covariance defined in \((6)\) and \( c > 0 \) is a constant independent of \( k_0 \).

The above theorem is remarkable as the condition \((12)\) for perfect secrecy is minimal. It only requires the critical event, when the user receives a message without the eavesdropper intercepting it, to occur at least once. Any joint distribution of packet receptions and interceptions that satisfies this condition is covered, and in this sense the result is channel-free.

The proof of Theorem 1 is a consequence of the following lemma, which can be thought as the worst case, in terms of secrecy, of Theorem 1. That is when the critical event \( \{ \gamma_{u,k_0} = 1, \gamma_{k_0} = 0 \} \) occurs at time \( k_0 \) and the eavesdropper receives all the following packets for \( k > k_0 \).

**Lemma 1 (Worst case analysis).** Consider system \((1)\) with channel model \((3)\) and coding scheme \((10)\). Define the events

\[
\mathcal{B} = \{ \gamma_{u,k_0} = 1, \gamma_{k_0} = 0 \}, \text{ for some } k_0 \geq 0 \tag{14}
\]

\[
\mathcal{C} = \{ \gamma_k = 1, \text{ for all } k \geq k_0 + 1 \}. \tag{15}
\]

If both \( \mathcal{B}, \mathcal{C} \) occur for some \( k_0 \geq 0 \), then

\[
P_k = A^{k-k_0} P_{k_0} (A')^{k-k_0} \tag{16}
\]

for \( k \geq k_0 \) in \( \mathcal{B} \cap \mathcal{C} \), where \( \cdot' \) denotes the transpose matrix.

Notice that the linear recursion \( P_k = A^{k-k_0} P_{k_0} (A')^{k-k_0} \) is unstable with rate \( \rho (A') \). Hence, even in the most pessimistic scenario for confidentiality, the eavesdropper still has unbounded mmse. In the general case when the eavesdropper does not intercept all packets after \( k_0 \), the eavesdropper’s mmse will be even larger (cf. Lemma 5 in Appendix).

**Remark 1.** The choice of \( A^{k-t_k} \) is pivotal for achieving secrecy. From \((1)\), the difference \( x_k - A^{k-t_k} x_{t_k} \) is a linear combination of the process noises from time \( t_k + 1 \) up to \( k \):

\[
x_k - A^{k-t_k} x_{t_k} = \sum_{j=t_k+1}^{k} A^{k-j} w_j. \tag{17}
\]

If the critical event occurs at some time \( k_0 \), then the eavesdropper permanently loses all information about the process noise \( w_{k_0} \) at time \( k_0 \). This loss of information is amplified by the unstable system dynamics over time leading to unbounded eavesdropper’s mmse.

**Remark 2.** Suppose that the channel outcomes are independent over time, and assume that there is a positive probability that the critical event occurs at any time \( k \), i.e.,

\[
P(\gamma_{u,k} = 1, \gamma_k = 0) > \delta > 0.
\]

For example, in a wireless communication setting this may be due to attenuation of the transmitted signal at the eavesdropper or due to environmental interference. By the Borel-Cantelli lemma [31], the critical event will occur infinitely often. Hence, the condition \((12)\) for perfect secrecy of Theorem 1 will be satisfied.

**A. Rate of increase of eavesdropper’s error covariance**

Under the proposed coding scheme, the rate of increase of the eavesdropper’s mmse is asymptotically optimal. Once the critical event occurs, the eavesdropper’s mmse starts increasing as the open-loop prediction mmse, i.e., when all measurements are lost. This open-loop mmse is the largest possible error in expectation for the eavesdropper as we explain in \((20)\) later.

Formally, the open-loop prediction estimate and error covariance are defined as:

\[
x_k^\text{op} = \mathbb{E} \{ x_k \} = 0, \quad P_k^\text{op} = \text{Cov} \{ x_k \}, \tag{17}
\]

which implies:

\[
P_k^\text{op} = A P_{k-1}^\text{op} A' + Q, \tag{18}
\]

with \( P_0^\text{op} = \Sigma_0 \).
The following result, which is a corollary of Theorem 1, shows that the eavesdropper’s mmse under our coding scheme is lower bounded by the open-loop prediction mmse up to a multiplicative constant, once the critical event occurs. This constant depends on the time \( k_0 \) of the first critical event.

**Corollary 1** (Rate of increase). Consider system (1), with channel model (3) and coding scheme (10). Let \( k_0 \) be the first time the critical event (11) occurs. Let also \( P_{k_{op}}^{pp} \), \( P_k \) be the open-loop prediction covariance matrix (18) and the eavesdropper’s covariance matrix (6) respectively. Then,

\[
c p(A)^{-2k_0} \mathbf{tr} P_{k_{op}}^{pp} \leq \mathbf{tr} P_k, \text{ for } k \geq k_0
\]

where \( c > 0 \) is some constant independent of \( k_0 \).

**Remark 3.** The open-loop prediction mmse is the maximum possible in expectation since it holds that:

\[
P_{k_{op}}^{pp} = \text{Cov} \{ x_k \} \geq \mathbb{E} \{ \text{Cov} \{ x_k | \mathcal{I}_k \} \} = \mathbb{E} \{ P_k \}
\]

for any information set \( \mathcal{I}_k \), where the inequality follows by [31, p. 230]. From (19), under our coding scheme and once the critical event occurs, the eavesdropper’s mmse error increases at least as fast as the open-loop prediction one. In that sense, our coding scheme is asymptotically optimal with respect to the rate of increase of the eavesdropper’s mmse error.

The determining factor in inequality (19) is the time \( k_0 \) of the first critical event. If the critical event occurs more than once, although the eavesdropper’s error gets even larger, its rate of growth does not differ from the case when it occurs just once. If the probability of the critical event occurring is one, then also \( P(A)^{-2k_0} > 0 \). Hence, with even a single occurrence, the error starts increasing as in the open-loop asymptotically.

One caveat is that the first time \( k_0 \) the critical event occurs is in general random and not in our control. If the eavesdropper’s interception rate is very high, the event may take some time to occur. In this case, secrecy is compromised at the first time steps and the term \( P(A)^{-2k_0} \) is small.

**Remark 4.** A possible remedy to accelerate the critical event is to force it by using another more secure and perhaps more expensive encoding, e.g., encryption [10] or some physical-layer security scheme [21]. In this case, it is sufficient to securely and reliably transmit just the first packet at time \( k = 0 \) using such an additional scheme. Then, letting our simple coding scheme take over achieves perfect secrecy. In that sense, State-Secrecy Codes can be effectively used alongside other coding schemes.

**IV. PERFECT SECRECY WITH OUTPUT MEASUREMENTS**

In this section, we adapt the coding scheme (10) to achieve perfect secrecy in the case of output measurements (general \( C, R > 0 \)). Before applying any coding, we propose that the sensor implements a local Kalman filter scheme as shown in Figure 3. The architecture of employing a local Kalman filter on the sensor’s side before transmission is inspired by previous work [28], [30]. This architecture requires additional computational cost at the sensor, mainly because of the matrix inversion of the Kalman filter. Nonetheless, if we transmit one message at a time, it is necessary to have a local Kalman filter for the user’s estimation performance to be optimal [30].

The sensor’s local Kalman Filter estimates are denoted by:

\[
\bar{x}_k = \mathbb{E} \{ x_k | y_{0:k} \}, \quad \bar{x}_{t-1} = \mathbb{E} \{ x_0 \} = 0
\]

with prediction mmse covariance matrix:

\[
\bar{P}_{t+1|k} = \text{Cov} \{ x_{k+1} | y_{0:k} \}, \quad \bar{P}_{0|-1} = \text{Cov} \{ x_0 \} = \Sigma_0
\]

where \( y_{0:k} = \{ y_0, \ldots, y_k \} \). In this case, the State-Secrecy Code is computed with respect to the local state estimates:

\[
z_k = \bar{x}_k - A^{\dagger} t_k \bar{x}_{t_k},
\]

where \( t_k \) is the reference time defined in (9).

Now, recall that in the classic Kalman filter derivation [32], we have the following recursive equation:

\[
\bar{x}_k = A \bar{x}_{k-1} + K_k (y_k - CA \bar{x}_{k-1}) = A \bar{x}_{k-1} + K_k \bar{w}_k, \quad (24)
\]

where \( \bar{w}_k \) denotes the innovation sequence \( y_k - CA \bar{x}_{k-1} \) and

\[
K_k = \bar{P}_{k|k-1} C' (C \bar{P}_{k|k-1} C' + R)^{-1}
\]

is the Kalman gain. The innovation sequence \( y_k - CA \bar{x}_{k-1} \) is Gaussian white noise [32] with covariance \( C \bar{P}_{k|k-1} C' + R \).

In this sense, equation (24) is similar to the state equation (1).

Since the pair \( (A, C') \) is detectable and \( Q > 0 \) (so that \( (A, Q^{1/2}) \) is controllable), the covariance matrix \( \bar{P}_{k|k-1} \) of the Kalman filter converges to a limit \( \bar{P} \), which is the positive semidefinite solution of the discrete algebraic Riccati equation:

\[
\bar{P} = APA' + Q - A \bar{P} C' (C \bar{P} C' + R)^{-1} C A', \quad (25)
\]

while the Kalman gain converges to

\[
K = \bar{P} C' (C \bar{P} C' + R)^{-1}, \quad (26)
\]

We assume that at time \( k = 0 \) the sensor has an initial local state estimate with covariance equal to the steady state error covariance \( \Sigma_0 = \bar{P} \). Since the Kalman filter converges fast, it is reasonable to assume that it has already converged at the beginning of the system operation.

The following theorem states that coding scheme (23) achieves the same secrecy guarantees as in the direct state information case.

**Theorem 2.** Consider system (1) with output model (2), channel model (3), coding scheme (23) and \( \Sigma_0 = \bar{P} \). If

\[
\mathbb{P}(\gamma_{u,k} = 1, \gamma_k = 0, \text{ for some } k \geq 0) = 1, \quad (27)
\]

then:

(i) perfect secrecy is achieved according to Definition 1.
(ii) conditioned on the event \{\gamma_{a,k_0} = 1, \gamma_{k_0} = 0\} for some \(k_0 \geq 0\), the eavesdropper’s mmse grows unbounded:

\[
\mathbf{tr} P_k \geq c \rho (A)^{2(k-k_0)} - c', \quad \text{for } k \geq k_0,
\]

where \(P_k\) is the mmse covariance defined in (6) and \(c, c' > 0\) are some constants independent of \(k_0\).

To prove Theorem 2, we can use the techniques of the previous section to show an intermediate result first; that the eavesdropper’s error with respect to \(\tilde{x}_k\) grows unbounded when the critical event occurs, as the following lemma states. We denote the mean square estimate of \(\tilde{x}_k\) and the corresponding conditional error covariance matrix by:

\[
\eta_k = \mathbb{E} \{ \tilde{x}_k | z_k \}, \quad H_k = \text{Cov} \{ \tilde{x}_k | z_k \},
\]

with \(\bar{\Sigma} = \text{Cov} \{ \tilde{x}_0 \} = K (CPC' + R) K'\).

**Lemma 2.** Consider system (1) with output model (2), channel model (3), coding scheme (23) and \(\bar{\Sigma}_0 = \bar{P}\). Conditioned on the event \(B = \{\gamma_{a,k_0} = 1, \gamma_{k_0} = 0\}\) for some \(k_0 \geq 0\), the eavesdropper’s mmse with respect to \(\tilde{x}_k\) grows unbounded:

\[
\mathbf{tr} H_k \geq c \rho (A)^{2(k-k_0)} - c', \quad \text{for } k \geq k_0,
\]

where \(H_k\) is the mmse covariance defined in (29) and \(c > 0\) is a constant independent of \(k_0\).

We use this intermediate result to show that the eavesdropper’s error with respect to \(x_k\) also grows unbounded when the critical event occurs. The main idea is to lower-bound the error \(\mathbf{tr} P_k\) in terms of \(\mathbf{tr} H_k\).

In the next section we show how to make State-Secrecy codes more robust against unreliable backwards channels and quantization errors. We also discuss some practical issues.

**V. Extensions and Practical Issues**

**A. Unreliable acknowledgments**

The previous theoretical results require the backwards channel to be reliable. In this subsection, we show how State Secrecy Codes could be adapted to deal with random acknowledgment packet drops as shown in Figure 4. The following analysis is for the case of direct state measurements, but it can be repeated for the case of output measurements as well.

Let \(\gamma_{a,k} \in \{0, 1\}\) be the indicator of the acknowledgment transmission outcome at time \(k\), for \(k = 0, 1, \ldots\). If \(\gamma_{a,k} = 1\), then the sensor successfully receives the acknowledgment from the user. Otherwise, if \(\gamma_{a,k} = 0\), the acknowledgment signal is dropped. We assume that the backward channel outcomes are independent of the state \(x_k\).
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Fig. 4: The backward channel model can also be unreliable. If \(\gamma_{a,k} = 1\) then the sensor receives the acknowledgment signal from the user. If \(\gamma_{a,k} = 0\) then the acknowledgment signal is dropped.

Under the original coding scheme (10), unreliable acknowledgments might cause disagreement between the sensor and the user about the reference time \(t_k\). To overcome this problem, we propose that the sensor, instead of (10), transmits:

\[
z_k = \left\{ \hat{x}_k - A^{k-t_k} \tilde{x}_{t_k} ; \tilde{t}_k \right\},
\]

where \(\tilde{t}_k = \max \{t : 0 \leq t < k, \gamma_{u,t} = 1, \gamma_{a,t} = 1\}\), (32) is the most recent time that the user successfully received the respective packet and also the sensor successfully received the acknowledgment. Knowing the correct value of \(\tilde{t}_k\), the user can always decode the successfully received packets.

On the other hand, the condition for the eavesdropper’s error to grow unbounded is slightly different. A critical event now occurs at time \(k\) if: i) the user receives the packet at time \(k\); ii) the eavesdropper fails to intercept the packet at time \(k\); iii) the sensor successfully receives the acknowledgment signal at time \(k\). The following theorem shows that if this event occurs at least once, then perfect secrecy is achieved. The proof is similar to the one of Theorem 1 and, thus, omitted.

**Theorem 3** (Perfect secrecy under Unreliable ACKs). Consider system (1), with forward channel model (3), backward channel model described by \(\gamma_{a,k}\) and coding scheme (31). If

\[
P(\gamma_{u,k} = 1, \gamma_k = 0, \gamma_{a,k} = 1 \text{ for some } k \geq 0) = 1,
\]

then:

(i) perfect secrecy is achieved according to Definition 1.
(ii) conditioned on the event \(\{\gamma_{a,k_0} = 1, \gamma_{k_0} = 0, \gamma_{a,k_0} = 1\}\) for some \(k_0 \geq 0\), the eavesdropper’s mmse grows unbounded as in (13),

where \(P_k\) is the mmse covariance defined in (6) and \(c > 0\) is a constant independent of \(k_0\).

It is slightly more difficult for the critical event to occur, since we have the additional requirement for the acknowledgments. Still, as in the analysis of Remark 2, in most channels of practical interest the critical event will occur not only once but infinitely often.

**B. Quantization error**

Without any modifications, the scheme might be vulnerable to quantization errors. Denote by \([x]\) the quantized version of a variable \(x\). In practice, the user can only receive quantized signals \([z_k]\) instead of \(z_k\). Under scheme (4), if we do not compensate for quantization, the user’s decoding will be:

\[
\hat{x}_{u,k} = [z_k] + A^{k-t_k} \hat{x}_{u,t_k}, \quad \text{when } \gamma_{u,k} = 1
\]

where \(\hat{x}_{u,k}\) is the user’s mmse estimate. However, due to quantization errors we might have \(\hat{x}_{u,t_k} \neq x_{t_k}\). Then, under the user’s decoding these quantization errors might be accumulated to future decodings and amplified by the unstable \(A^{k-t_k}\), which can lead to unbounded user’s error.
Our scheme can be made robust to quantization errors if the user and the sensor use the same quantizer. Instead of (4), the sensor can transmit the following:

\[ z_k = x_k - A^{k-t_k}x_{q,t_k}, \]  

(35)

where

\[ x_{q,k} = [z_k] + A^{k-t_k}x_{q,t_k}, \quad x_{q,-1} = 0. \]  

(36)

With \( x_{q,k} \), the sensor simulates the user’s decoding procedure and compensates for quantization errors.

Under the decoding process (34) and by the definition of \( x_{q,k} \), it follows that \( x_{q,k} = \hat{x}_{u,k} \) when \( \gamma_{u,k} = 1 \). Thus, the quantization error does not propagate and it is not amplified anymore since:

\[ \hat{x}_{u,k} - x_k = [z_k] - z_k, \quad \text{when} \quad \gamma_{u,k} = 1, \]  

(37)

which implies that the error between the true state and the estimated state is just the quantization error of \( z_k \). This is similar to having an error of the form \( [x_k] - x_k \), when we use no encoder. More information about quantizers can be found in other references, e.g. [33].

C. Channel errors

The channel model assumed that if a packet is successfully received, then it will also be intact. This is justified because practical communication schemes include the use of cyclic redundancy checks (CRC) for error detection that can drive the probability of undetected errors to very small values [34, Ch. 4].

In the unlikely event that such an error is introduced, the user’s estimation will be compromised under our code. In this case, we can use some of the following solutions in practice.

1) The sensor can restart the whole process occasionally, i.e. after some time \( T > 0 \) reset \( t_k = -1, \quad x_{-1} = 0 \). Since the probability of undetected channel error for the user is small, this \( T \) can be selected to be large. Under this variation, the secrecy guarantees will be weaker, i.e. the eavesdropper will have large but bounded mse.

2) The user can send \( z_k \) back to the sensor to check if it is corrupted. The code works almost like the acknowledgment drop case. However, for the critical event to occur at time \( k \), the eavesdropper should also miss the reverse transmission at time \( k \); the reverse channel should also be unreliable for the eavesdropper.

3) The user can use encryption, e.g. AES encryption, only occasionally to transmit back to the sensor the encrypted \( \hat{x}_{u,k} \); if the sensor discovers any error, it can compensate for it in the next transmission. At the same time encryption guarantees that the eavesdropper cannot decrypt the message as long as she does not have access to the encryption key. As in case i), this transmission can occur every \( T \) time steps for some \( T > 0 \), where \( T \) can be large since the error probability is small.

Notice that the last two methods exploit the reverse channel. It is an interesting future direction to explore more efficient error correction methods which exploit the reverse channel.

D. Active attacks

The present coding scheme is based on the assumption that the eavesdropper is passive. If the eavesdropper is active, then our scheme will be vulnerable to integrity attacks, e.g. fake acknowledgments might damage the user’s estimation. Dealing with integrity attacks, is a much different problem and requires other approaches—see [35]. In practice, we could combine different codes to defend against active attacks and eavesdropping at the same time. In particular, we could employ Message Authentication Codes (MACs) (see [35]) alongside our coding scheme, i.e. on top of the acknowledgment signals and the encoded messages sent from the sensor to the user. MAC is an authentication tool from cryptography where the receiver can check: i) the authenticity of the message (sender’s identity) and ii) whether the received message has been tampered (data integrity). The analysis of such a method is left for future work.

Finally, we would like to point out that our scheme does not make the user estimation more vulnerable to jamming attacks. The communication failures due to jamming can be treated as packet/acknowledgment drops in our coding scheme.

VI. SIMULATIONS

In this section, we illustrate the efficiency of our proposed coding schemes in numerical simulations in MATLAB. We consider two scenarios. In the first one, we compare the user’s, the eavesdropper’s, and the open loop estimation performance in the case of output measurements. In the second one, we contrast the performance achieved by the State-Secret Codes with the one achieved by the mechanisms in [22], [23], in the case of direct state measurements. The system under consideration has state matrix \( A = \begin{bmatrix} 1.1 & 0.1 \\ 0 & 0.5 \end{bmatrix} \) and process noise covariance matrix \( Q = \begin{bmatrix} 0.6 & 0.2 \\ 0.2 & 0.5 \end{bmatrix} \). For the channel model, we assume that the channel outcomes are independent across time and stationary with probabilities \( P(\gamma_{u,k} = i, \gamma_{k} = j) = p_{ij}, \) for \( i, j \in \{0, 1\} \). For the estimation scheme of the eavesdropper we used equation (41) in Appendix. Since the user can decode all signals, we used the formula:

\[ P_{u,k} = \begin{cases} \hat{P} - KCP & \text{if } \gamma_{u,k} = 1 \\ AP_{u,k-1}A' + Q & \text{if } \gamma_{u,k} = 0 \end{cases} \]

where \( \hat{P} - KCP = 0 \) in the case of direct state measurements.

For the first scenario with output state measurements, we assume that \( C = \begin{bmatrix} 1 & 1 \end{bmatrix}, \quad R = 1 \) and the channel outcomes have the probabilities \( p_{11} = 0.7, \quad p_{00} = 0.1, \quad p_{01} = 0.1 \) and \( p_{10} = 0.1 \). We also assume \( \Sigma_0 = \hat{P} \) (see (25)). Figure 5 shows the user’s, the eavesdropper’s and the open-loop prediction mse over time for the states \( x_1 \) and \( x_2 \) (the two diagonal elements of the covariance matrices respectively). As shown in Figure 5, the eavesdropper’s mse for the unstable state \( x_1 \) starts growing unbounded at time \( k = 3 \), when the first critical event occurs; the rate of increase is asymptotically the same as in the open-loop case. It is worth noting that the eavesdropper’s mse for the stable state \( x_2 \) remains bounded.
The open-loop error. The eavesdropper still has bounded \( \text{mmse} \) for \( k \) measurements. The first critical event occurs at time \( k = 3 \). After that, the eavesdropper’s \( \text{mmse} \) regarding the unstable part grows unbounded with asymptotically the same rate as the open-loop error. The eavesdropper still has bounded \( \text{mmse} \) for the stable state \( x_2 \). However, the open-loop prediction \( \text{mmse} \) for \( x_2 \) shows that the eavesdropper cannot have unbounded \( \text{mmse} \) with respect to the stable dynamics, regardless the code.

But it is fundamentally impossible to have unbounded \( \text{mmse} \) for the stable part, regardless the code, as even the open-loop prediction \( \text{mmse} \) is bounded for state \( x_2 \).

In the second scenario, we assume direct state information \( (C = I, R = 0) \). We consider channel outcomes with probabilities \( p_{11} = 0.54, p_{00} = 0.04, p_{01} = 0.06, p_{10} = 0.36, \) and initial state error covariance matrix \( \Sigma_0 = Q \). First, we compare the performance of our code with the one of the mechanisms in [22] and [23], in the case of one random sequence of channel outcomes—see Figure 6. The comparison is with respect to the user’s and eavesdropper’s \( \text{mmse} \) (\( \text{tr} P_{u,k} \) and \( \text{tr} P_{E} \) respectively). For the mechanism in [22], which randomly withholds state information with probability \( p \), we selected \( p = 0.21 \). For the infinite horizon mechanism in [23], which transmits state information only if the user loses more than \( t \) consecutive packets, we used \( t = 9 \). Figure 6 shows that the eavesdropper’s \( \text{mmse} \) is small very often under the mechanisms in [22], [23], since unboundedness is guaranteed in expectation, not almost surely. In contrast, our coding scheme achieves unbounded eavesdropper’s \( \text{mmse} \) for every channel sequence with probability one. Also notice that the user’s estimation performance is degraded in [22], [23].

Second, for completeness, we repeat the comparison for the expected \( \text{mmse} \), i.e. the averages \( E \{ \text{tr} P_k \} \) over all channel sequences—see Figure 7. The expected values were computed approximately based on Monte Carlo simulation with 100000 iterations. Initially, the eavesdropper’s expected \( \text{mmse} \) under our scheme is smaller than the one in [22], [23]. This is because the critical event for some samples takes some time to occur. However, our scheme will eventually outperform them and will provide an unbounded estimation error at a higher rate at the eavesdropper, both almost surely and in expectation. Meanwhile, the estimation performance of the user is compromised in [22], [23], while in our scheme there is no such undesirable effect.
VII. CONCLUSION

The presence of an eavesdropper adds new challenges to the problem of remote estimation. Nonetheless, by using a simple State-Secrecy Code, which explicitly exploits the system dynamics, we can achieve powerful confidentiality guarantees with minimal computational cost and no communication overhead. At the same time, the user's estimation performance remains optimal. Perfect secrecy is achieved under minimal and channel-free conditions; a single occurrence of the critical event, when the user receives more information than the eavesdropper, is sufficient.

Having studied secure estimation of open-loop unstable systems, the next step is to adapt the codes to closed-loop control systems. Another open problem is to find secure coding schemes where the output filtering is performed by the user and not by the sensor. Future work also includes experimental evaluation of the proposed scheme in a real system and comparison with encryption and physical layer security schemes.

APPENDIX A

ESTIMATION FORMULAS

In this appendix, we derive two formulas for the eavesdropper's estimation error covariance in the case of state measurements. The first one, equation (41) in Lemma 4, expresses the conditional expectation with respect to the non-Gaussian eavesdropper's information $\mathcal{I}_k$ (see (5)) in terms of conditional expectations with respect to Gaussian variables. The second one, equation (43) in Proposition 1, is the main estimation formula, which will be used to prove Lemma 1. An identical analysis can be followed to find the estimation formulas for $\eta_k$, $H_k$ in (29) for the case of output measurements. Thus, it is omitted.

We denote by $x_{0:k} = [x_{1}, \ldots, x_{k}]^\top$ the batch state vector up to time $k$ taking values in $\mathbb{R}^{(k+1)n}$. We also denote the batch channel outcomes up to time $k$ by

$$ g_{0:k} = (\gamma_{0}, \gamma_{u}, \gamma_{0:k}) = (\gamma_{0}, \gamma_{u}, \gamma_{0:k}) $$

(38)

taking values in the set $\{0, 1\}^{2k+2}$. Now let $s_{0:k} = (s_{0}, s_{u}, s_{0}, \ldots, s_{k})$ be any fixed element of $\{0, 1\}^{2k+2}$. For symbol economy, we write $s = s_{0:k}$ and we omit the subscript $0 : k$. Given this element $s$, we define $s_{0:m} = (s_{0}, \ldots, s_{u}, s_{0}, \ldots, s_{m})$ to be the part of $s$ until time $m$, for $m \leq k$. We also define $s_{u,0:m} = (s_{u}, \ldots, s_{u, m})$ to be the part of $s$ related to the user until time $m$, for $m \leq k$.

Next, we alternatively describe the information $\mathcal{I}_k$ that the eavesdropper has on the event that the channel outcomes $g_{0:k}$ take exactly the value $s$. Formally it is the set

$$ \mathcal{J}_k(s) = \{z_{m}(s) : s_{m} = 1, m \leq k\}, $$

(39)

and $t_{m}(\cdot)$ is defined in (9). In other words, given fixed channel outcomes, the eavesdropper only keeps the successfully intercepted channel outputs from $h_{0:k}$ (see (3)). Notice that every element of $\mathcal{J}_k(s)$ depends linearly on $x_{0:k}$. The next example clarifies this definition.

Example 2. Suppose we are given $s = s_{0:2} = (s_{u,0}, s_{u,1}, s_{u,2}, s_{0}, s_{1}, s_{2}) = (1, 0, 1, 0, 1)$. Then, $t_{0}(s) = -1$, $t_{1}(s) = t_{2}(s) = 0$ and

$$ \mathcal{J}_2(s) = \{x_{2} - A^{2}x_{0}, x_{0}\}. $$

Notice that $\mathcal{J}_2(s)$ depends only on $x_{0:2}$ and is Gaussian.

A. Sigma algebra of $\mathcal{I}_k$.

Before we prove the estimation formulas, we describe the sigma-algebra $\sigma(\mathcal{I}_k)$, induced by the eavesdropper's information $\mathcal{I}_k$ (see (5)). The following lemma describes the sigma algebra $\sigma(\mathcal{I}_k)$, in terms of $\sigma(\mathcal{J}_k(s))$.

Lemma 3 (Sigma algebra of $\mathcal{I}_k$). Fix a $k$ and let $S = \{0, 1\}^{2k+2}$. Let $\mathcal{I}_k$, $g_{0:k}$, and $\mathcal{J}_k(s)$ be as defined in (5), (38), and (39). Then every set $D$ in the sigma algebra of $\mathcal{I}_k$ has the following form:

$$ D = \bigcup_{s \in S} \{g_{0:k} = s, \mathcal{J}_k(s) \in F_{s}\}, $$

(40)

for some $F_{s} \in \sigma(\mathcal{J}_k(s))$, for all $s \in S$.

Proof. Since $g_{0:k}$ is discrete-valued, we can partition every set $D \subset \sigma(\mathcal{I}_k)$ according to the values of $g_{0:k}$ as:

$$ D = \bigcup_{s \in S} D_{s}, $$

where

$$ D_{s} = \{g_{0:k} = s, h_{0:k} \in E_{s}\}, $$

for some set $E_{s}$ that belongs in $\sigma(h_{0:k})$. But we have that:

$$ \{\gamma_{t} = 0\} \subseteq \{h_{t} = \varepsilon\}, $$

for all $0 \leq t \leq k$.

Moreover, if $g_{0:k} = s$, this fully determines $t_{m}$ for $m \leq k$. As a result, the set $D_{s}$ can be equivalently described by

$$ D_{s} = \{g_{0:k} = s, \mathcal{J}_k(s) \in F_{s}\}, $$

for some $F_{s} \in \sigma(\mathcal{J}_k(s))$.

B. First estimation formula

Here, we express the conditional expectation with respect to $\mathcal{I}_k$ in terms of conditional expectations with respect to $\mathcal{J}_k(s)$. This is presented in the following lemma, and is a consequence of Lemma 3 and independence of $x_{0:m}$ and $g_{0:k}$.

Lemma 4. Fix a $k$ and let $\mathcal{I}_k$, $g_{0:k}$, and $\mathcal{J}_k(s)$ be as defined in (5), (38), and (39). Suppose $Y = Y(g_{0:k})$ is a random vector, such that:

$$ Y(g_{0:k}) = \sum_{s \in S} Y(s) 1_{\{g_{0:k} = s\}} $$

where $Y(s)$ are integrable and depend only on $x_{0:m}$, for some $m$ (possibly different than $k$). Then:

$$ \mathbb{E}\{Y|\mathcal{I}_k\} = \mathbb{E}\{Y(s)|\mathcal{J}_k(s)\} \text{ in } \{g_{0:k} = s\}. $$

(41)

By $1$ we denote the indicator function.
Proof. Define \( S = \{0,1\}^{2k+2} \). Since \( g_{0:k} \) is \( \sigma(\mathcal{I}_k) \)-measurable, we have:
\[
E\{Y|\mathcal{I}_k\} = \sum_{s \in S} \mathbb{1}_{\{g_{0:k}=s\}} E\{Y(s)|\mathcal{I}_k\}
\]
Thus, it is sufficient to show that
\[
\mathbb{1}_{\{g_{0:k}=s\}} E\{Y(s)|\mathcal{I}_k\} = \mathbb{1}_{\{g_{0:k}=s\}} E\{Y(s)|\mathcal{J}_k(s)\} \tag{42}
\]
Since \( \mathbb{1}_{\{g_{0:k}=s\}} E\{Y(s)|\mathcal{I}_k\} = \mathbb{1}_{\{g_{0:k}=s\}} E\{Y(s)|\mathcal{J}_k(s)\} \), the truth of (42) can be verified if we show the basic property of conditional expectation:
\[
E\{\mathbb{1}_D \mathbb{1}_{\{g_{0:k}=s\}} Y(s)\} = E\{\mathbb{1}_D \mathbb{1}_{\{g_{0:k}=s\}} E\{Y(s)|\mathcal{J}_k(s)\}\}
\]
for any \( D \in \sigma(\mathcal{I}_k) \). From Lemma 3, we have:
\[
D = \bigcup_{s \in S} D_s,
\]
where
\[
D_s = \{g_{0:k} = s, \mathcal{J}_k(s) \in F_s\},
\]
for some \( F_s \in \sigma(\mathcal{J}_k(s)) \). As a result, \( \mathbb{1}_{\{g_{0:k}=s\}} \mathbb{1}_D = \mathbb{1}_{\{g_{0:k}=s\}} \mathbb{1}_{\mathcal{J}_k(s) \in F_s} \).

Observe that \( \mathcal{J}_k(s) \) and \( Y(s) \) depend only on the values of \( x_t, t \leq m \), while the indicator \( \mathbb{1}_{\{g_{0:k}=s\}} \) depends on the channel outcomes. Hence:
\[
E\{\mathbb{1}_D \mathbb{1}_{\{g_{0:k}=s\}} Y(s)\} = E\{\mathbb{1}_{\{g_{0:k}=s\}} \mathcal{J}_k(s) \in F_s, Y(s)\}
\]
\[
= E\{\mathbb{1}_{\{g_{0:k}=s\}} \mathcal{J}_k(s) \in F_s, Y(s)\}
\]
\[
= E\{\mathbb{1}_{\{g_{0:k}=s\}} \mathcal{J}_k(s) \in F_s, E\{Y(s)|\mathcal{J}_k(s)\}\}
\]
\[
= E\{\mathbb{1}_{\{g_{0:k}=s\}} \mathcal{J}_k(s) \in F_s, E\{Y(s)|\mathcal{J}_k(s)\}\}
\]
\[
= E\{\mathbb{1}_D \mathbb{1}_{\{g_{0:k}=s\}} E\{Y(s)|\mathcal{J}_k(s)\}\}
\]
where the second and fourth equalities follow from independence, while the third follows from the properties of conditional expectation.

The benefit of Equation (41) is that it allows us to work with \( \mathcal{J}_k(s) \), which includes only Gaussian elements, that depend linearly on \( x_{0:k} \). In contrast, it is not easy to work directly with \( \mathcal{I}_k \), which is non-Gaussian.

C. Second estimation formula

We finally prove our main estimation formula for \( P_k \) by leveraging the technical intermediate formula (41).

Proposition 1 (Estimation formula). Consider system (1), channel (3) under coding scheme (10). Fix any \( k \geq 0 \). Let the covariance matrix of \( x_k \) and \( z_k \) given \( \mathcal{I}_{k-1} \) be written in a block form:
\[
\text{Cov}\left[\begin{array}{c}
x_k \\
z_k
\end{array}\right]|\mathcal{I}_{k-1} = \begin{bmatrix}
\Sigma_{xx} & \Sigma_{xz} \\
\Sigma_{zx} & \Sigma_{zz}
\end{bmatrix}
\]

Then, \( \Sigma_{xx} = AP_{k-1}A' + Q \) if \( k > 0 \) and \( \Sigma_{xx} = \Sigma_0 \) if \( k = 0 \), where \( P_{k-1} \) is the estimation error covariance of the eavesdropper at time \( k-1 \) defined in (6), and the conditional covariance at time \( k \) is given by:
\[
P_k = \Sigma_{xx} - \gamma_k \Sigma_{xz} (\Sigma_{zz})^\dagger \Sigma_{zx},
\]
where \((\cdot)^\dagger\) denotes the Moore-Penrose pseudoinverse [36].

Proof. First, we prove the formula for \( \Sigma_{xx} \). When \( k = 0 \), \( \mathcal{I}_{k-1} \) is an empty set, thus, \( \Sigma_{xx} = \Sigma_0 \). When \( k > 0 \), we argue that \( \Sigma_{xx} = AP_{k-1}A' + Q \). By the system dynamics in (1) we have that \( x_k = Ax_{k-1} + w_k \). But by assumption the noise \( w_k \) is independent of the state vectors \( x_0,\ldots,x_{k-1} \) and of \( g_{0:k} \) and, hence, also independent of \( \mathcal{I}_{k-1} \). Thus, the state prediction is \( E\{x_k|\mathcal{I}_{k-1}\} = Ax_{k-1} \) and the covariance of \( x_k - E\{x_k|\mathcal{I}_{k-1}\} \) gives \( \mathcal{I}_{k-1} \) equals \( \Sigma_{xx} = AP_{k-1}A' + Q \).

Second, we prove (43). Fix an element \( s = s_{0:k} \in \{0,1\}^{2k+2} \), and consider the event \( C = \{g_{0:k} = s_{0:k}\} \). By the definition (6) of \( P_k \) and equation (41), we have \( P_k = \text{Cov}\{x_k|\mathcal{J}_k(s_{0:k})\} \) in \( C \). There exist two cases:

Case I: \( s_k = 0 \). In this case, by the definition (39), we have \( \mathcal{J}_k(s_{0:k}) = \mathcal{J}_k(s_{0:k-1}) \). Therefore:
\[
P_k = \text{Cov}\{x_k|\mathcal{J}_k(s_{0:k})\} = \text{Cov}\{x_k|\mathcal{J}_k(s_{0:k-1})\}
\]
\[
= \text{Cov}\{x_k|\mathcal{I}_{k-1}\} = \Sigma_{xx} \text{ in } C.
\]
where the third equality follows from (41).

Case II: \( s_k = 1 \). Here, by (41):
\[
P_k = \text{Cov}\{x_k|\mathcal{J}_k(s_{0:k})\}
\]
\[
= \text{Cov}\{x_k|\mathcal{J}_k(s_{0:k-1}), z_k(s_{0:k})\}, \text{ in } C,
\]
where \( z_k(s_{0:k}) \) is defined in (39). Since all variables are Gaussian, we can compute the posterior estimation error using the Schur complement formula applied to the covariance matrix of \( x_k \) and \( z_k(s_{0:k}) \) given \( \mathcal{J}_k(s_{0:k-1}) \) (see [32]). By (41), in \( C \) we have
\[
\text{Cov}\left[\begin{array}{c}
x_k \\
z_k(s_{0:k})
\end{array}\right]|\mathcal{J}_k(s_{0:k-1}) = \begin{bmatrix}
\Sigma_{xx} & \Sigma_{xz} \\
\Sigma_{zx} & \Sigma_{zz}
\end{bmatrix}
\]
Hence, by the Schur’s complement formula, we have \( P_k = \Sigma_{xx} - \Sigma_{xz} (\Sigma_{zz})^{-1} \Sigma_{zx} \) in \( C \), when \( s_k = 1 \).

We can describe both cases with one equation:
\[
P_k = \Sigma_{xx} - s_k \Sigma_{xz} (\Sigma_{zz})^{-1} \Sigma_{zx}, \text{ in } C
\]
\[
= \Sigma_{xx} - \gamma_k \Sigma_{xz} (\Sigma_{zz})^{-1} \Sigma_{zx}, \text{ in } C,
\]
since \( s_k = \gamma_k \) in \( C \). But this holds for any event \( C = \{g_{0:k} = s_{0:k}\} \). Thus, the result holds everywhere, since the events \( \{g_{0:k} = s\}, s \in \{0,1\}^{2k+1} \) are a partition of the probability space.

APPENDIX B

PROOFS OF RESULTS

A. Proof of Lemma 1

The proof follows by induction. For \( k = k_0 \) it is immediate. Suppose it is true for \( k - 1 \geq k_0 \). Since in \( C \) the eavesdropper receives all packets for \( k > k_0 \), we have \( \gamma_k = 1 \), for \( k > k_0 \). Hence, according to the recursive formula (43), to find \( P_k \), we should compute the covariance of \( z_k \) and \( z_k \), conditioned on \( \mathcal{I}_{k-1} \). By independence of \( w_k \) from \( \mathcal{I}_{k-1} \), it follows that \( x_k - E\{x_k|\mathcal{I}_{k-1}\} = A(x_{k-1} - E\{x_{k-1}|\mathcal{I}_{k-1}\} + w_k \). Now, we claim \( z_k - E\{z_k|\mathcal{I}_{k-1}\} = w_k \), for \( k > k_0 \), which we prove in the
next paragraph. Thus, the covariance matrix of $x_k$ and $z_k$, conditioned on $I_{k-1}$ is:

$$\text{Cov} \left\{ \begin{array}{c}
x_k \\
z_k
\end{array} \right\} | I_{k-1} = \begin{bmatrix}
AP_{k-1}A' + Q & Q \\
Q & Q
\end{bmatrix}, \text{ in } B \cap C$$

Thus, by (43), for $k > k_0$ we have

$$P_k = AP_{k-1}A' + Q - QQ' = AP_{k-1}A'$$

in $B \cap C$. Hence, by the induction hypothesis, we get (16).

Finally, we prove the claim

$$z_k - E \{ z_k | I_{k-1} \} = w_k, \text{ for } k > k_0, \text{ in } B \cap C.$$  \hspace{1cm} (45)

Since the critical event happened at time $k_0$, the reference time at $k_0 + 1$ is $k_{0+1} = k_0$ in $B$ (equation (9)). Hence, all reference times $t_k$, for $k > k_0$ satisfy $t_k \geq k_0$ in $B$. There are only two possible cases depending on $\gamma_{u,k-1}$:

Case I: $t_k = k - 1 \geq k_0$, when $\gamma_{u,k-1} = 1$

Case II: $t_k = k - k_0 \geq 0$ when $\gamma_{u,k-1} = 0$

In the former one, the intercepted signal by (10) is $z_k = x_k - Ax_{k-1} = w_k$. But the process noise $w_k$ is independent of $I_{k-1}$, thus, $E \{ w_k | I_{k-1} \} = 0$ and equation (45) holds. In the latter one, we have

$$z_k = x_k - A^{k-t_k}x_{t_k} = x_k - A^{k-t_k-1}x_{t_k-1},$$  \hspace{1cm} (46)

since $t_k = t_{k-1}$. Adding and subtracting $Ax_{k-1}$ at the right hand side of the above equation, we obtain

$$z_k = x_k - Ax_{k-1} + A (x_{k-1} - A^{k-1-t_k-1}x_{t_k-1})$$

$$= w_k + Az_{k-1},$$  \hspace{1cm} (47)

where the second equality follows from the definition of $z_k$ in (10). But $k - 1 > k_0$ (since $\gamma_{u,k-1} = 0$), thus, the eavesdropper has intercepted $z_{k-1}$, which in turn implies $z_{k-1} = E \{ z_{k-1} | I_{k-1} \}$ in $B \cap C$ (follows from (41) and properties of conditional expectation). Hence, from (47),

$$E \{ z_k | I_{k-1} \} = Az_{k-1} \text{ in } B \cap C,$$

which along with (47) prove equation (45). \hfill \Box

**B. Monotonicity results.**

In this subsection, we prove that the case described in Lemma 1, where the eavesdropper receives everything after the critical event, is indeed the worst case of Theorem 1, in terms of confidentiality. To formally describe the above statement, we need to define a new channel outcome sequence $\tilde{\gamma}_{u,k}$, $\tilde{\gamma}_k$ that is coupled with the original outcome sequence $\gamma_{u,k}$, $\gamma_k$ as follows:

$$(\tilde{\gamma}_{u,k}, \tilde{\gamma}_k) = (\gamma_{u,k}, \gamma_k), \text{ for all } 0 \leq k \leq k_0$$

$$(\tilde{\gamma}_{u,k}, \tilde{\gamma}_k) = (\gamma_{u,k-1}, \gamma_{k-1}), \text{ for all } k > k_0,$$  \hspace{1cm} (48)

i.e. in this new outcome sequence, the eavesdropper receives everything after time $k_0$ but the output’s remain the same. Similarly to (38), we denote the batch vector of the new outcomes up to time $k$ by $g_{0:k}$. Next, we define again the channel outputs (5), the eavesdropper’s information (5) and the covariance matrix (6), but with the original channel outcomes $\gamma_k$ replaced by $\tilde{\gamma}_k$:

$$\hat{h}_k = \left\{ \begin{array}{c}
z_k, \text{ if } \tilde{\gamma}_k = 1 \\
v, \text{ if } \tilde{\gamma}_k = 0
\end{array} \right\},$$

$$\hat{I}_k = \left\{ \hat{h}_{0:k}, \tilde{\gamma}_{u,0:k} \right\},$$  \hspace{1cm} (49)

The next lemma formally states that when the eavesdropper receives all measurements from some time $k_0$ on, then it has the smallest possible covariance matrix.

**Lemma 5 (Comparison lemma).** Let $P_k$ be the nominal error covariance matrix, as defined in (6) and $\tilde{P}_k$ be the error covariance matrix of the coupled process as defined in (48)–(50). Then, with probability one:

$$P_k \geq \tilde{P}_k, \text{ for all } k \geq 0.$$  \hspace{1cm} (51)

Before we prove Lemma 5, we prove an intermediate result. The following lemma compares the estimation error covariance of a Gaussian random vector $x$, given two different Gaussian information sets $J_1$ and $J_2$, when the first information set is smaller than the second or $J_1 \subseteq J_2$. Intuitively, the result states that given more information we have less error.

**Lemma 6.** Let $x \in \mathbb{R}^m$ be normal and let $J_1$, $J_2$ be two sets, the elements of which are vectors that depend linearly on $x$. Then, if $J_1 \subseteq J_2$, we have:

$$\text{Cov} \{ x | J_1 \} \geq \text{Cov} \{ x | J_2 \}.$$  \hspace{1cm} (52)

**Proof.** Since $x$ is normal and the vectors in the sets $J_1$, $J_2$ depend linearly on $x$, the joint distributions of $(x, J_i)$, $i = 1, 2$ are normal. Then, it is a well known property of joint normal distributions that the conditional covariance matrices are constant or $E \{ \text{Cov} \{ x | J_1 \} \} = \text{Cov} \{ x | J_1 \}$ and $E \{ \text{Cov} \{ x | J_2 \} \} = \text{Cov} \{ x | J_2 \}$ [32].

Next, recall that:

$$\text{Cov} \{ x | J_1 \} = E \left\{ (x - E \{ x | J_1 \})(x - E \{ x | J_1 \})' | J_1 \right\}.$$  \hspace{1cm} (53)

Adding and subtracting $E \{ x | J_2 \}$, we obtain the sum of four terms:

$$\text{Cov} \{ x | J_1 \} = T_1 + T_2 + T_3,$$

where:

$$T_1 = E \left\{ (x - E \{ x | J_2 \})(x - E \{ x | J_2 \})' | J_1 \right\}$$

$$T_2 = E \left\{ (x - E \{ x | J_2 \})(E \{ x | J_2 \} - E \{ x | J_1 \})' | J_1 \right\}$$

$$T_3 = E \{ E \{ x | J_2 \} | J_1 \}$$

Since $J_1 \subseteq J_2$, by the tower property:

$$T_1 = E \left\{ (x - E \{ x | J_2 \})(x - E \{ x | J_2 \})' | J_1 \right\}$$

$$E \{ \text{Cov} \{ x | J_2 \} | J_1 \} = \text{Cov} \{ x | J_2 \},$$

since $\text{Cov} \{ x | J_2 \}$ is constant. Using similar arguments, we can show that $T_2 = 0$ since:

$$E \left\{ (x - E \{ x | J_2 \})(E \{ x | J_2 \} - E \{ x | J_1 \})' | J_1 \right\}$$

$$E \left\{ (x - E \{ x | J_2 \})' | J_1 \right\}(E \{ x | J_2 \} - E \{ x | J_1 \})'$$

$$= E \{ 0 | J_1 \} = 0,$$  \hspace{1cm} (51)
where the first equality holds since $E \{ x | J_2 \} - E \{ x | J_1 \}$ is measurable with respect to $\sigma (J_2)$. Finally, $T_3 \geq 0$ almost surely, which completes the proof.

Proof of Lemma 5. Fix some time $k \geq 0$. If $k \leq k_0$ then equation (51) is trivially satisfied with equality. Since the channel outcomes are identical up to time $k_0$, then also $P_k = \tilde{P}_k$, for $k \leq k_0$.

Suppose that $k > k_0$. Fix the original channel outcomes to be $g_{0:k} = s = (s_u, 0, \ldots, s_u, k_0, 0, \ldots, s_k)$, for some $s \in \{0,1\}^{2k+2}$. Then due to the coupling we have:

$$g_{0:k} = \tilde{s} = (s_u, 0, \ldots, s_u, k_0, 0, \ldots, s_k, 1, 0, \ldots, 0).$$

But from the definition (39), it follows that the set $J_k (\tilde{s})$ is included in $J_k (s)$. Thus, we have $J_k (s) \subseteq J_k (\tilde{s})$, where both sets have elements that depend linearly on the Gaussian $x_{0:k}$. Hence, if we apply Lemma 6, with $x = x_{0:k}$, $J_1 = J_k (s)$ and $J_2 = J_k (\tilde{s})$, we obtain that $\text{Cov} \{ x_{0:k} \mid J_k (s) \} \geq \text{Cov} \{ x_{0:k} \mid J_k (\tilde{s}) \}$, which also implies that the same relation holds for the $n \times n$ submatrices $\text{Cov} \{ x_{k} \mid J_k (s) \} \geq \text{Cov} \{ x_{k} \mid J_k (\tilde{s}) \}$. Thus, by (41), we have $P_k \geq \tilde{P}_k$ in $\{ g_{0:k} = s \}$, for all $s \in \{0,1\}^{2k+2}$. Since the sets $\{ g_{0:k} = s \}$ are a partition of the probability space, we obtain $P_k \geq \tilde{P}_k$ with probability one.

C. Proof of Theorem 1

Let us first prove equation (13). From the worst case Lemma 1, we obtain that $P_k = A^{k-k_0} P_{k_0} (A^\dagger)^{k-k_0}$ in $B \cap C$. Here, we prove that for all $k \geq k_0$:

$$P_k \geq A^{k-k_0} P_{k_0} (A^\dagger)^{k-k_0} \text{ in } B.$$

(53)

From Lemma 5, we obtain that with probability one:

$$P_k \geq \tilde{P}_k,$$

where $\tilde{P}_k$ is the error covariance matrix of the coupled channel outcome sequence as defined in (48)-(50). What remains to show is that in $B$, we have $\tilde{P}_k = A^{k-k_0} P_{k_0} (A^\dagger)^{k-k_0}$. Notice that since $\tilde{\gamma}_{u,k_0} = \gamma_{u,k_0}$ and $\tilde{\gamma}_k = \gamma_k$, the following events are equal:

$$\tilde{B} = \{ \tilde{\gamma}_{u,k_0} = 1, \tilde{\gamma}_k = 0 \} = B.$$

Also observe that since $\tilde{\gamma}_k = 1$, $k > k_0$, the event

$$\tilde{C} = \{ \tilde{\gamma}_k = 1, \text{ for all } k \geq k_0 + 1 \} = \Omega$$

is the whole probability space. Thus, applying Lemma 1 for $g_{0:k}$ replaced with $\tilde{g}_{0:k}$ and the events $\tilde{B}$ and $\tilde{C}$, we obtain $\tilde{P}_k = A^{k-k_0} P_{k_0} (A^\dagger)^{k-k_0} \geq \tilde{P}_k$, for $k \geq k_0$ in $B$. But since $g_{0:k_0}$ and $g_{0:k_0}$ are identical, we have $\tilde{P}_k = P_{k_0}$. Combining the two previous results, we prove (53).

Next, we show that $P_{k_0} \geq Q$ or $P_{k_0} = \Sigma_0$ in $B$. From the conditional expectation formula (43) for $P_{k_0}$, we get that when the packet is lost ($\gamma_k = 0$), then the estimation error covariance is equal to the prediction error covariance or $P_{k_0} = \Sigma_{xx}$. Hence by Proposition 1, if $k_0 > 0$, we have $P_{k_0} = A P_{k_0-1} A^\dagger + Q \geq Q > 0$ in $B$, while if $k_0 = 0$, we have $P_0 = \Sigma_0 > 0$ in $B$.

Now, suppose that $v$ is a left-eigenvector of $A$ corresponding to the spectral radius $\rho (A)$. Then, pre-multiplying and post-multiplying by $v$ in (53), we obtain:

$$v' P_k v \geq \rho (A) (2^{k-k_0} - 1) v' P_{k_0} v.$$

But either $P_{k_0} \geq Q$ or $P_{k_0} = \Sigma_0$, which implies

$$v' P_k v \geq c \rho (A) (2^{k-k_0} - 1) v' v,$$

where $c = \min \{ \lambda_{min} (Q), \lambda_{min} (\Sigma_0) \} > 0$ and $\lambda_{min} (\cdot)$ denotes the smallest eigenvalue. This, in turn, proves (13) since

$$\text{tr } P_k \geq \lambda_{max} (P_k) \geq \frac{c \rho (A) (2^{k-k_0} - 1) v' v}{v' v},$$

where $\lambda_{max} (\cdot)$ denotes the largest eigenvalue.

To prove that the coding scheme achieves perfect secrecy, notice that the user always knows $x_{t_0}$ and, thus, she can reconstruct the states $x_k$, when $\gamma_{u,k} = 1$. But this exactly implies that the condition (7) of perfect secrecy is satisfied, since $P_{u,k} = 0 = \text{Cov} \{ \gamma_{u,k} \mid x_k, x_{0:k_0} \}$, when $\gamma_{u,k} = 1$ (recall that $y_k = x_k$ in the case of state measurements). Finally, (13) along with the hypothesis (12) prove that $\text{tr } P_k \to \infty$ with probability one.

D. Proof of Corollary 1

Let $e_j$ denote the unit vector of $\mathbb{R}^{n}$ in the $j$-th direction. Then

$$e_j' A' Q (A')' e_j \leq \rho (Q) \| A' e_j \|^2 \leq \rho (Q) \| A' \|^2,$$

where $\| A' \|^2$ is the Euclidean matrix norm. Repeating the procedure for all $j$, we obtain the inequality:

$$\text{tr } P_k^{op} \leq \sum_{i=0}^{k-1} \text{tr } (A' Q (A')^i) + \text{tr } (A^k \Sigma_0 (A^\dagger)^k)$$

$$\leq n c_1 \sum_{i=0}^{k} \| A' \|^2,$$

where $c_1 = \max \{ \rho (Q), \rho (\Sigma_0) \}$. But by the Gelfand’s formula [36], $\| A' \|^2 \sim \rho (A)^k$ asymptotically, which implies that there exists a constant $c_2 > 0$ such that:

$$\text{tr } P_k^{op} \leq c_2 \sum_{i=0}^{k} \rho (A)^{2i} = c_2 \rho (A) (2^{k+1} - 1) / (\rho (A)^2 - 1).$$

or

$$\rho (A) (2^{k+1}) \geq \rho (A)^2 - 1 \text{ tr } P_k^{op} + 1 \geq \rho (A)^2 - 1 \text{ tr } P_k^{op}$$

On the other hand, suppose that the first critical event occurs at $k_0$. Then, from Theorem 1, we obtain:

$$\text{tr } P_k \geq c_3 \rho (A) (2^{k-k_0}), \text{ for } k \geq k_0,$$

for some constant $c_3 > 0$ independent of $k_0$. Combining the previous two inequalities, we obtain:

$$c_4 (A)^{-2k_0} \text{ tr } P_k^{op} \leq \text{tr } P_k, \text{ } k \geq k_0$$

(54)

for some constant $c > 0$ independent of $k_0$. □
E. Proof of Lemma 2

Consider equation (24). Since the weighted innovation sequence $\tilde{K} \tilde{w}_k$ is white noise with covariance 

$$ \tilde{Q} = K (C P C' + R) K', $$

the steps of the proof of Theorem 1 can be repeated. First, applying Lemma 1 to system (24) with coding scheme (23) (with $\tilde{x}_k$, $\tilde{\eta}_k$, $\tilde{H}_k$, $\tilde{Q}$ instead of $x_k$, $\tilde{x}_k$, $P_k$, $Q$), we obtain:

$$ H_k = A^{k-k_0} H_{k_0} (A')^{k-k_0}, $$

for $k \geq k_0$, in $B \cap C$, (55)

where the events $B$, $C$ are defined in (14), (15).

Second, similar to (53) in the proof of Theorem 1, the previous equality holds with inequality in $B$ or:

$$ H_k \leq A^{k-k_0} H_{k_0} (A')^{k-k_0} \text{ in } B. $$

(M6)

Third, since the critical event $B$ occurs at $k_0$ then we have:

1) $H_{k_0} = AH_{k_0-1} A' + \tilde{Q} \geq \tilde{Q}$ if $k_0 > 0$
2) $H_{k_0} = \text{Cov} \{ \tilde{x}_0 \} = \tilde{Q}$ if $k_0 = 0$.

The part that is different is proving that the trace grows unbounded. Let $v$ be the (nonzero) left-eigenvector of $A$ corresponding to the spectral radius $\rho(A)$. Pre-multiplying and post-multiplying by $v$ in (56), we obtain:

$$ v' H_k v \geq \rho(A)^{2(k-k_0)} v' H_{k_0} v. $$

But either $H_{k_0} \geq \tilde{Q}$ or $H_{k_0} = \tilde{Q}$, which implies

$$ v' H_k v \geq c \rho^{2(k-k_0)} v' v, $$

where

$$ c = \frac{v' \tilde{Q} v}{v' v} \geq 0. $$

Since we have

$$ \text{tr} H_k \geq \lambda_{\text{max}}(H_k) \geq \frac{v' H_k v}{v' v}, $$

we obtain (30) if we show that $c$ is strictly positive or $v' \tilde{Q} v > 0$. We will argue by contradiction. Suppose that $v' \tilde{Q} v = 0$. Substituting this in equation (25) then we have:

$$ v' \tilde{P} v = \rho(A)^2 v' \tilde{P} v + v' \tilde{Q} v - \rho(A)^2 v' \tilde{Q} v = \rho(A)^2 v' \tilde{P} v + v' Q v, $$

which is a contradiction since $Q > 0$ and $v' Q v > 0$, while

$$ \{1 - \rho(A)^2\} v' \tilde{P} v \leq 0, $$

since the system is unstable. Thus, $v' Q v > 0$ and $c > 0$.

F. Proof of Theorem 2

First we prove (28). By optimality of linear estimation we have that the estimate $\tilde{\eta}_k$ minimizes the conditional error or:

$$ \tilde{\eta}_k = \arg \min_{x \in \sigma(\tilde{I}_k)} \mathbb{E} \left\{ ||\tilde{x}_k - x||_2^2 | \tilde{I}_k \right\}, $$

where $x \in \sigma(\tilde{I}_k)$ denotes $x$ that is measurable with respect to $\sigma(\tilde{I}_k)$. Thus, if we replace $\eta_k$ with $\tilde{x}_k$, we obtain the following bound:

$$ \text{tr} H_k = \mathbb{E} \left\{ ||\tilde{x}_k - \eta_k||_2^2 | \tilde{I}_k \right\} \leq \mathbb{E} \left\{ ||\tilde{x}_k - \tilde{x}_k||_2^2 | \tilde{I}_k \right\}. $$

(57)

Then by the inequality $||a - b||_2^2 \leq 2 ||a - c||_2^2 + 2 ||b - c||_2^2$, we obtain:

$$ \text{tr} H_k \leq 2 \mathbb{E} \left\{ ||x_k - \tilde{x}_k||_2^2 | \tilde{I}_k \right\} + 2 \mathbb{E} \left\{ ||x_k - \tilde{x}_k||_2^2 | \tilde{I}_k \right\} = 2 \text{tr} P_k + 2 \text{tr} (\tilde{P} - K C P). $$

(58)

The first term of the equality above holds by the equality $\text{tr} P_k = \mathbb{E} \{ ||x_k - \tilde{x}_k||_2^2 | \tilde{I}_k \}$ from the definition of $P_k$ in (6). To show the equality about the second term in (58), by the tower property:

$$ \mathbb{E} \{ ||x_k - \tilde{x}_k||_2^2 | \tilde{I}_k \} = \mathbb{E} \{ ||x_k - \tilde{x}_k||_2^2 | y_{0:k}, g_{0:k} | \tilde{I}_k \} $$

since $\sigma(\tilde{I}_k) \subseteq \sigma( y_{0:k}, g_{0:k})$. But by independence

$$ \mathbb{E} \{ ||x_k - \tilde{x}_k||_2^2 | y_{0:k}, g_{0:k} \} = \mathbb{E} \{ ||x_k - \tilde{x}_k||_2^2 | y_{0:k} \}. $$

The right-hand expression denotes the estimation error covariance of the Kalman filter which by assumption is assumed to be at steady state and hence equals $\tilde{P} - K C \tilde{P}$, where $\tilde{P}$ is the steady state prediction error covariance. As a result,

$$ \mathbb{E} \{ ||x_k - \tilde{x}_k||_2^2 | \tilde{I}_k \} = \mathbb{E} \{ \text{tr} (\tilde{P} - K C \tilde{P}) | \tilde{I}_k \} = \text{tr} (\tilde{P} - K C \tilde{P}) $$

which verifies (58). Finally substituting the result of Lemma 2 in (58) we have:

$$ \text{tr} P_k \geq \frac{1}{2} tr(A)^2 (k-k_0) - \text{tr} (\tilde{P} - K C \tilde{P}), $$

in $B$, for $k \geq k_0$ and some $c > 0$ independent of $k_0$, which proves (28).

To prove that perfect secrecy is achieved (statement (i) of the Theorem), notice first that the user’s performance is optimal. At every successful reception time $k$, the user receives $\tilde{x}_k - A^{k-k_0} \tilde{x}_{k_0}$ and recovers $\tilde{x}_k$. As a result, the user knows $\tilde{x}_k$ at the successful reception times. But from (21), (22) this is exactly the optimal estimation scheme as defined in (7). The fact that the eavesdropper’s error diverges to infinity almost surely follows from (28) and the hypothesis (27).
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